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1 Introduction

1.1 Topic and aims

The subject of this study is the concept of causation, with emphasis on
causation events that include two active animate participants. As the
linguistic basis I use a group of Finnish morphological causative verbs'.
Deriving causative verbs using the suffixes #4 and Utt4 is a productive
morphological process in Finnish, and the number of verbs from which a
causative can be formed is large (we will return to a more detailed analysis of
these derivative suffixes in section 1.2 below). Using this morpheme, the
causatives can be formed from verbs (huudattaa [scream-cause], juoksuttaa
[run-cause], taivuttaa [bend-cause]), nouns (kivittdd [stone-cause], puolittaa
[half-cause]) and even from other words (ohittaa [past-cause], pystyttdd
[upright-cause]). Deverbal causative derivatives encoding two active,
typically human, arguments are identified in Finnish grammatical tradition as
kuratiivikausatiivit ‘curative causatives’. Examples using the morphological
causative verbs maalauttaa ‘make s.o. paint’ and /aulattaa ‘make s.o. sing’
are presented in (1) and (2) below:

(1) Maija maalauttaa Matilla talon
Maija paint-caus-pres-3sg Matti-ade house-acc
‘Maija makes Matti paint a/the house’

(2) Opettaja laulattaa lapsia kuorossa
teacher sing-caus-pres-3sg child-pl-part choir-ine
‘The teacher makes the children sing in the choir’

The definitions of the curative causative derivative group are based on
two types of criteria: morphosyntactic and semantic. The first requirement is
adopted, for instance, in the latest reference grammar of Finnish, Iso suomen
kielioppi ‘A Comprehensive Finnish Grammar’ (Hakulinen et al. 2004,
hereafter ‘ISK’), solely classifying derivatives with transitive root verbs as
curative causatives. According to this view, sentence (1) is a curative
causative, but not (2). Kytoméki (1978) on the other hand does not see
transitivity as the significant factor in semantic analysis of causative verbs

'Finnish is a Finno-Ugrian language belonging to the Uralic languages, with the Baltic-Finnic
languages (Karelian, Estonian, Lude, Veps, Vote and Livonian) as closest relatives. It is
characterised by a rich case system and also a highly inflected verb system. A prominent
distinctive feature of Finnish is its derivative system which typically for the Finno-Ugric
languages almost completely operates by means of suffixication (see for instance Kangasmaa-
Minn 1994).
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and emphasizes that semantic criteria should be also considered in verb
classification. In this case, sentence (2) can also be classified as a curative
causative.

In my study, I aim to consider the traditional criteria used to define
curative causatives and the implications of diverse criteria on the derivative
verb system. The starting point will be the question of the nature of the
curative causative verb group and how homogeneous it is. I will argue that
the definition based on the morphological form and transitivity is not
sufficient in a comprehensive account of these verbs. Like underived verbs,
derivative verbs are a rather complex phenomenon, which should be taken
into account in the description of language. My estimation is that the range of
variation in the specified meaning of these derivatives as well as in their
semantic relation to roots suggests that they have an individual lexical
formation. An observation based on the corpus analysis of these verbs is that
the semantic interpretation of these causatives is sensitive to context, and
meanings vary largely. Because my aim is to approach the subject on its own
premises and also to consider the gaps in the paradigm of curative causatives,
I will use instead the term causatives of social dominance (hereafter CSDs)
when talking about the verbs I am studying. Another reason for the
redefinition is the focus in this study, the concept of causation with emphasis
on the causation event with typically two active, human participants — the
limits of what are called ‘curative causatives’ would be too restrictive and
leave out many phenomena related to the same concept.

What is the lexical knowledge associated with CSDs? This question leads
to the problem of what the rule-based or common information unifying the
verb group is exactly and what can be regarded as idiosyncratic information.
In my analysis of the lexical conceptual structure (lexical semantics) of CSDs
I use the theory of conceptual semantics, based in particular on the work of
Jackendoff (1983, 1990), Nikanne (1990, 1995, 1997) and Po6rn (2004).
Formal analysis of the lexical conceptual structure enables a systematic
description of the phenomena relevant to CSDs, such as causation, agentivity,
dominance, temporal relations and the mapping relationships between syntax
and semantics. The conceptual semantics description is supported by an
investigation of the use of CSDs in the text corpus Kielipankki ‘Language
bank’ and a corpus collected from texts on the Internet. The online material is
necessary because some of these verbs are not found frequently enough in
standard corpora, whereas on the Internet there are plenty of examples from
e.g. particular interest groups or sub-standard styles. In this way it is possible
to obtain information about CSDs in textual and situational contexts. Another
source for generalizations is the results of the language instinct test of
selected CSDs derived from varied types of root verbs in respect to their
transitivity values, situated in six different sentential contexts.

The systematic description, on the one hand, and actual language use, on
the other, also allow an investigation of the constructions that occur in



association with CSDs. One example of construction-building is causatives
with a motion verb as their root, like juoksuttaa ‘make s.o. run’ and
hyppyyttdd ‘make s.o. jump’, verbs with a lexicalized power relation: the
higher agent (the one that makes the other run or jump) is misusing his/her
power over the lower agent (the one that runs or jumps). An example of this
kind of power relation would be (3):

(3) Napero juoksuttaa vanhempiaan.
kid run-caus-pres-3sg parent-pl-part-px3sg
‘The kid is making his parents run around’

The formal approach has to take into account not only the causation and
the lexical structure of the CSDs but also the social implications that are
strongly present in the meaning. The description of these verbs must include
information on context that triggers the special readings of social relations,
such as e.g. the negative social dominance. These constructions have a strong
connection to the speaker’s voice, expressing an affective attitude to the
situation, which must also be included in the description. One goal of this
study is to detect and describe the contexts that activate the interpretation of
special nuances in social conception and, eventually, how social relations are
coded in verb and construction meanings. The social implications related to
CSDs will be a challenge for the formal analysis in this study.

Another example of constructions associated with CSDs is the verb
tapattaa ‘to have someone killed’, a verb whose argument structure does not
completely correspond to a prototypical CSD. This verb occurs in a
construction consisting of the object of the verb and a PP or adverb that
expresses location, as in (4). It is noticeable that the general is not making
anyone kill the soldiers, as it is probably the enemy that is doing this, and the
general has not asked or forced the enemy to do so. However, the general is
held responsible of the death of his soldiers — he made the wrong decision or
simply did not care. The location phrase, ‘on the front’, expresses the causing
event and refers to the place and circumstances in which the soldiers were
killed. In my thesis, I search for optimal ways to formally describe such
complex argument structure.

(4) Kenraali tapatti sotilaitaan rintamalla
general run-caus-past-3sg soldier-pl-part-px3sg front-ade
‘The general let his soldiers be killed on the front’

The course of this study goes from formal analysis of the lexical structure
of CSDs to language usage and the behaviour of these verbs in use. Using the
conceptual semantics theory in the investigation of derivatives is designed to
achieve an integrated language description that takes account of syntactic,
semantic and pragmatic information on the research subject in an explicit
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way. The theoretical contemplation throughout this study seeks to find an
explanation to the questions: How does the word formation system function
in light of the complex phenomenon CSDs display? What is the easiest way
of describing context-dependent relations? Do we need clear-cut or gradual
methodological tools? 1 suggest a division between changeable and fixed
semantic features in the lexical description of these derivatives. For this, I
combine different types of linguistic categories: classical and prototype-
based. I aim to develop the idea of a prototype semantic interpretation for
these derivatives. My hypothesis is that the prototype structure can be used to
reveal constructional extension and idiosyncrasy. I also discuss the
interaction between CSDs and context. Hence, besides constructed sentences,
language use material will be present throughout the study.

I begin the analysis with a more thorough discussion of the definitions of
curative causatives in section 1.2. The theoretical background and
methodology of this study, the conceptual semantics approach, is presented in
chapter 2 (see sections 2.1-2.2). This is followed by a closer explanation of
the material of this study, which is given in section 2.3. This chapter also
involves a discussion of the linguistic categories worked with in this study (in
section 2.4) as well as of concepts important for CSDs: transitivity and
causation (2.5). The preliminary description of the prototype structures of
CSDs is given in section 2.4.2. In chapter 3, I concentrate on the syntactic
transitivity-based behaviour of the CSDs. The syntactic analysis is based on
two tests: a syntactic test of six selected CSDs with different transitivity
value altered in different sentence types (3.1.3) and a language instinct
assessment of three verbs from the syntactic test tested on native language
users (3.1.4). The results of this analysis are mirrored in the prototype
structures as defined in chapter 2. The basis for this is the linking relation
analysis between the conceptual and syntactic structure of the tested verbs in
section 3.3. As a result, the prototype structures are analysed again in 3.4.
Chapters 4 and 5 further discuss the argument structure and semantic
properties of CSDs. The semantic features related to the notion of agentivity
in relation to CSD arguments and the temporal effect on causation events are
the main topics of chapter 4. The idiosyncratic phenomena connected with
CSDs, CSD constructions, are discussed in chapter 5; the language use
material is in focus here. The authentic language use examples are also an
important tool in the analysis of the agent features of CSD arguments and
relationships between the causing and caused event (in chapter 4) as well as
in the variable argument structure analysis of the CSD leikittdc ‘make s.o.
play’ (in section 3.5).



1.2 Defining a derivational group — causative verbs of
social dominance in the twilight zone between grammar
and lexicon

In this section, I present the Finnish morphological causatives of social
dominance as a productive derivation type in light of the Fennistic tradition.
The focus is on the grammatical effects of defining this derivational group.
The main goal of this section is to gauge the derivational group of curative
causatives. Since there is no unanimous agreement within the literature
dealing with word-formation in Finnish about what the criteria are that
separate this verb group from other derivatives, I will first discuss different
approaches to curative causatives. Explaining this linguistic phenomenon
through either transformational processes or lexical relations reflects the
productive nature of this morphological process on the one hand and the
tendency to idiosyncrasy on the other. I contemplate the definitions and the
consequences of them on the organization of grammar based on the following
questions: What are the effects of the different definitions on grammar?
Which classification is the most appropriate? How homogenous is this
derivational group? Are these causatives independent entries in the lexicon or
the results of syntactic alterations? As a highly complex cluster, these verbs
display both productive and pattern-specific rules, and the claim that they are
a coherent category is questionable.

As a word formation tool, suffixal derivation is characteristic to Finnish.
To this system belong approximately 200 derivational suffixes, of which 40
are verb suffixes. The suffixes belonging to the latter group can change a
nominal root into a verb or modify the meaning of a root verb (ISK 2004:
180, 300). A common way of producing causative verbs in Finnish is by
attaching the causative suffix 74 to a (nominal or verbal) stem. There is a
group of morphological deverbal causatives which are traditionally divided
into a separate class in Finnish derivation classification called
kuratiivikausatiivit (‘curative causatives’) or ‘factitives’ (the latter term used
for instance in Nykysuomen Sanakirja, the dictionary of contemporary
Finnish, hereafter NS). When referring to this term [ use the word ‘curatives’.
The meaning of curatives is basically ‘X makes Y do something’. When
talking about this reading, [ use the term ‘curative meaning’. To begin with, |
will discuss curative causatives in the linguistic tradition of Fennistics.

The morphological signs of curative causatives are the causative suffix #4
or suffix combinations #A4-1tA, U-ttA and ttA-U-tt4*. These are the surface

i) (see Kytomidki 1992: 8). While the z-element represents the causative

2 The vocal element A represents the a/d —variation and U the u/ii —variation which depends on
the vocal harmony of a word in Finnish (for an analysis of phonological variations of causative
suffixes, see Kytomiki 1992).
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component, the U between causative suffixes functions mainly as a bonding
element making it phonologically convenient to add a causative suffix. The
suffix U nevertheless has a motivation of its own: according to ISK §303, U
can add to the base verb the reading of a reflexive (denoting that the activity
is directed to the subject referent), automative (indicating a change in the
subject referent) or translative (denoting a change in the subject argument,
the result of the translative derivation is often the state encoded by the root
verb). The U-verbs are argued to express basically unagentive processes and
non-volitional action (see e.g. Siitonen 1999). The syntactic function of the
suffix U is to transform the transitive root verb into an intransitive verb
(Kytoméki 1977: 73-78), which is an opposite motivation to the causative
suffixes. Some examples of curatives and morpheme boundaries are
presented in (1):

(1) teeltdlttdld
do-caus-caus-infl
‘make somebody make somebody do something’

kaivalu|ttala
dig-U-caus-infl
‘make somebody dig’

otaltlu|ttala
take-caus-U-caus-inf1
‘make somebody take something’

tuoltaltlulttala
bring-caus-caus-caus-U-inf1
‘make somebody make somebody make somebody bring something’

The function of U is, however, not typically observable in causative suffix
combinations, therefore, the suffix combination U-1z4 may also be analyzed
as a whole’. Because the U-element in connection with the causative suffix
has lost its semantic motivation, I treat it as part of the causative morpheme
(UrtA) in the analysis of CSDs. The difference between ordinary causatives
and curatives, according to Kytoméki (1992: 241), is partly morphological —
the general causative suffix 74 does not produce curatives, whereas both
causatives and curatives can be derived using the suffixes ##4 and UrtA; the
suffix combinations #A4-ttA, ttA-UttA, and even ttA-ttA-UttA are used to
ascertain the curative reading. In other words, when it is not clear whether an
ordinary causative verb or a curative is in question, the verb can be derived

3For instance, Karlsson 1983 assumes autonomous suffix components only when there are
semantic grounds to do so.



one step further as in example (2); the word form haetuttaa ‘make s.o. fetch’
thus represents a clearly curative verb.

(2) hakea < haettaa < haetuttaa
fetch; fetch-caus; fetch-caus-caus

‘fetch’< ‘make somebody fetch’ < ‘make somebody make somebody
fetch’

The discussion above indicates that a watertight distinction between
causatives and curatives cannot be based on morphological clues — we need
other criteria. Several descriptions of the Finnish derivational system as in
e.g. Penttild (1957), Hakulinen & Karlsson (1979: 242), Hakulinen (1979:
265-266) and ISK §313-315 have based the definition of curatives on
morphosyntactic requirements’. According to this view, curatives are by
definition causatives derived from transitive root verbs, and as a marker of a
curative verb the derivative governs an adjunct in the adessive case. The
derivation process is seen as a result of syntactic transformation changing the
valence of the root verb. This affects the argument structure as well as the
relation between the constituents of the sentence. The figure below (3), taken
from Hakulinen & Karlsson (1979:243), illustrates the morphosyntactic
approach:

(3) Pappi veistdittdd rdcditdlilld kirvesvarren
priest carve-CAUSE-pres-3sg tailor-ade axe.shaft-acc
‘The priest makes the tailor carve an axe shaft’

Sy

.

NP VP

pappi AIH ' raatali veista- kirvesvarsi _
priest CAUSE tailor carve- axe shalt

The transformational process describing curative derivation is presented in
(4) and (5) where (4) illustrates the argument structure of the base verb and
(5) the argument structure of a curative derived from the same base verb. As
we can see, the subject argument of the root verb (rddtdli ‘tailor’) is degraded

*Also Siro (1964, 1996) considers the causative derivation as a syntactic process. He does not
separate curatives as a class of their own but categorises them under the upper concept of
causatives.
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to the adjunct position in the constituent structure of the derivative, whereas
the object argument of the root verb (kirvesvarsi ‘axe shaft’) keeps its
position. The derivative adds a subject argument to the proposition (pappi
‘priest’ in (5)); a curative verb itself is always transitive.

(4) Rdditdli veistdd kirvesvarren
tailor carve-pres-3sg axe.shaft-acc
‘Tim carves an axe shaft’
rddtdli ‘tailor’ — subject
kirvesvarsi ‘axe shaft’ — object

(5) Pappi veistdttdd rdcdtdlilld kirvesvarren
priest carve-caus-pres-3sg tailor-ade axe.shaft-acc
‘The priest makes the tailor carve an axe shaft’
pappi ‘priest’ — subject
kirvesvarsi ‘axe shaft’ — object
rdcdtdli ‘tailor’ — adessive adjunct

The forming of curatives enables causative suffixes to be attached to one
another, which can be said to correspond to the notion of recursivity. In
derivation, recursivity represents the replication of the same derivative
operation with the same linguistic means. In the case of curatives, this means
that every causative suffix is expected to add an extra causer (syntactically
functioning as a subject) to the proposition, and there can be intermediary
causers in the causal chain (as e.g. in the example (2)). In other words, the
same causative suffix modifies the root verb by every derivational step and
moves the causer of the event denoted by the root verb one step further
(Pennanen 1984: 436). However, when it comes to long chains of
derivational suffixes, there is a tendency for the meaning of the suffixes to
blur. As a result, multi-suffix curatives often bear the same meaning as their
shorter version i.e. both feetdttdd and teettdici mean ‘make s.o. do’ (Karlsson
1983: 239-241; Kytoméki 1978).

One problem with the syntactic approach to the classification of curative
causatives is that it disregards the well-known fact that transitivity is not a
clear-cut phenomenon: there are a large number of verbs that can occur both
with and without objects or verbs that behave idiosyncratically. Even those
verbs regarded as transitive can occur without objects, and intransitive verbs
can take provisory objects (Kangasmaa-Minn 1977: 5-6; Leino 1991: 21-35).
The aspects of the Finnish object are discussed more closely in section 3.1.1;
consider at this stage the examples (6-8), where (6) is a sentence with a
transitive verb used in a generic sense, (7) a verb with a cognate object and



(8) contains an adverbial in the partitive, the case typically marking the
object in Finnish®:

(6) Tdmd hammasldcdikdri ei puuduta.
this dentist not anesthetize-pres-ind
“This dentist does not anesthetize’

(7) Tytto tanssii valssia.
girl dance-pres-3sg walz-part
“The girl dances a waltz’

(8) Hinnat laskivat kaksi prosenttia.
price-pl fall-past-3pl two-nom percent-part
“The prices fell two percent [two percent-part]’

Pajunen (2001: 47) notes that a verb classification based purely on
syntactic criteria is only sufficient when studying verbs that encode relations
between states of affairs and not the events themselves; examples of the
former are e.g. modal verbs and other verbs occurring with infinitives (zdytyd
‘must’, haluta ‘want’, antaa ‘let’) that can easily be distinguished
syntactically since the main verb has an infinitive qualifier governed by the
subject or object argument. Also, the categorization of a derivation group like
curative causatives based on morphosyntactic criteria does not work well
because of the many exceptions in the otherwise productive system; semantic
conditions must be considered, too. In Pajunen’s (2001) classification of
Finnish verbs, curatives are argued to belong to the inducive type of
causation verbs: in this group of causatives, the agent influences another
being and makes it perform a second action. The main arguments of curative
verbs must thus be +animate. Kytomaiki (1978: 137-139) takes into account
the relative nature of verb transitivity, emphasising the semantic discrepancy
within both transitive and intransitive verb types. She emphasises the socially
interactive nature of the first causation and adds two semantic criteria to the
definition of the curative verb class. I call the first criterion the ‘activity
criterion’, enabling the curative forming of intransitive root verbs:

The activity criterion: the root verb of a curative verb may be
intransitive as long as it indicates action.

The second criterion concerns the semantic roles of the main arguments in
a curative sentence: these are comparable to Lyons’ (1968) terms ‘indirect

SThere is a group of ‘adverbials of amount’ that can occur in accusative and nominative cases
in Finnish which are the cases of the object. These adverbials behave in an object-like way and
are known as OSMAs in Finnish literature (Tuomikoski 1978).
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agent’ and ‘direct agent’; Kytomiki uses the more exact terms teettdji ‘the
person having someone do something’ and foimija ‘the person enacting and
executing the action’. The subject argument of a prototypical curative takes
the role of the indirect agent, while the subject argument of the root verb
takes the role of the direct agent. Let us call the second criterion the ‘non-
participation criterion’:

The non-participation criterion: The essential characteristics of
curatives are a consequence of differences in the semantic roles of
the two main arguments: the subject argument of the derivative (the
indirect agent) must not be involved in activity denoted by the root
verb, whereas the subject argument of the root verb (the direct agent,
realized as the object of the sentence or as an adessive adjunct) is the
performer of this action.

The non-participation criterion appears to be crucial when distinguishing
between causatives and curatives. In order to resolve borderline cases,
Kytomaiki (1978: 142-146) suggests that a verb has a curative interpretation
when the indirect agent does not take part in the action, and causative
interpretation when the indirect agent is understood to be taking part in the
action. Hence, the semantic view recognizes that the demarcation of curatives
is not a straightforward matter and that these verbs in fact represent a
context-dependent phenomenon.

Let us now consider the argument structure of examples with an
intransitive root verb and a #t4-causative derived from the same verb,
presented in (9) and (10). When comparing the arguments of these examples,
we can see that the subject argument of the root verb is the object argument
of the derivative, expressed by the accusative case in (9). Notice that in
comparing the curative derived from the transitive verb maalata ‘make s.o.
paint’ to the proposition in (4), the curative meaning ‘X makes Y do
something’ also holds when the root verb is intransitive (as in (10)).

(9) Tim juoksee
Tim run-pres-3sg
‘Tim runs’
Tim — subject

(10) Jane juoksuttaa Timin kauppaan
Jane run-caus-pres-3sg Tim-acc shop-ill
‘Jane made Tim run to the shop’

Jane — subject
Tim — object



Hence, the inclusion of semantic criteria in the morphosyntactic definition
of curatives implies that #z4-causatives derived from intransitive roots can,
under certain conditions, also be seen as curatives. However, the semantic
criteria are not completely straightforward. For instance, when using the
activity-feature of the root verb as a criterion, we need to specify what
exactly is meant by ‘activity’. Does it include mental activity? Is it essentially
a feature of the root verb or the derivative? Consider for instance the
derivatives of transitive but non-active root verbs like rakastuttaa ‘make s.o.
love’, hyvdksyttdd ‘make s.o. accept’, ihailuttaa ‘make s.o. admire’,
tunnistuttaa ‘make s.o. identify/recognize’ and katsotuttaa ‘make s.o. watch’,
which seem to adopt both curative syntax and semantics (see examples of
language use in (11-15)). Mental processes denoted by the root verb thus take
on characteristics of a controlled activity in a curative derivative. Even verbs
denoting perceptual activity like ihailla ‘to admire’ and katsoa ‘to
look/watch’ seem to adopt the curative meaning when added to the causative
morpheme. Note that examples (12), (14) and (15) include the direct agent in
the adessive expressing the subject argument of the root verb.

(11) rakastuttaa [love-caus] ‘make s.o. love’

Karvinen on rakastuttanut yleisédcdn jo yli kahden vuosikymmenen ajan.
‘Garfield has been making audiences fall in love with him for more than
two decades.’

(http://www.bananapress.fi/Shopit/Shop1.html, 30.8.2005)

(12) hyvdksyttdd [approve-caus] ‘make s.o. approve’

Projektikohtaiset hankinnat tulee yleensd erikseen hyviksyttid
tilaajalla ennen hankinnan toimeenpanoa.

“The deliveries have to be (made) approved by the orderer [orderer-ade]
before delivery is carried out.’
(http://www.stul.fi/rakinfo/hyva%20toimintatapa. HTML, 16.9.2005)

(13) ihailuttaa [admire-caus-pres-3sg] ‘make s.0. admire’

Arvostettu kdrdjdtuomari Harrison [Marc Kudisch] vie Samanthan
Jjatkoille poikamiesboksiinsa Museum Towerin 39. kerrokseen. Koska
miehelld on silmdid myds maisemille, hdn thailuttaa ensin siltandkymdid
ennen kuin ehdottaa seuralaiselleen muuta.

“The respected referee Harrison takes Samantha to an after-party at his
bachelor pad on the 39" floor of the Museum Tower. As he has an eye
for views, he lets the company admire the view of the bridge before
suggesting others.’
(http://www.mtv3.fi/ohjelmat/sinkkuelamaa2002/viikonmies.shtml/2?
87809, 24.10.2005)



(14) tunnistuttaa [identify-caus] ‘make s.o. identify’

Muuta esineistod on mahdollisuus tunnistuttaa aikaisempien kesien
tapaan antiikin asiantuntija Kari Toivosella.

‘It is possible, as in previous years, to let antique expert Kari Toivonen
[Toivonen-ade] identify the other items.’
(http://www.esaimaa.fi/arkisto/vanhat/2002/04/15/talous/juttul/sivu.
html, 24.10.2005)

(15) katsotuttaa [watch-caus-caus] ‘make s.o. watch’

Kaikilla on varmasti ollut tiedossa historian tapahtumat, joista huippuna
MDM-kisat 1986 ja ne kuuluisat 40 sekuntia. Helsingin sanomat katsotutti
Hannu Jarvenpddlld tuon -86 Suomi-Ruotsi -ottelun ja sitd Kuukausi-
liitteestd lukiessa tuntui, ettd eihdin sellainen encici voi olla mahdollista.
‘Everybody is surely aware of the historical events culminating in the
world championships in 1986 and those famous 40 seconds. Helsingin
sanomat made Hannu Jéarvenpdi [Jarvenpédd-ade] watch that Finland-
Sweden match from 86, and reading that from the monthly pull-out it
felt as though it could no longer be possible.’
(http://koti.phnet.fi/jsinkkon/vanhat/mm2003.htm, 9.11.2005)

On the other hand, even the fz4-derivatives that have a stative verb as their
root seem to adopt a valid curative reading, as for instance in jonotuttaa®
‘make s.0. queue’, istuttaa ‘make s.o. sit’ and ‘odotuttaa ‘make s.o. wait’. In
these cases, the coercive nature of the activity of the indirect agent is
emphasized. Consider sentence (16), where the activity of the second agent
can be interpreted as passivity. Does this derivative count as a curative?

(16) Ovimies jonotutti ihmisid ravintolaan
doorkeeper queue-caus-past-3sg people-part restaurant-ill
‘The doorman had people queue for the restaurant’

The rtA-derivation thus seems to add an activity feature to otherwise non-
active verbs, functioning in a sense like an activizer. This suggests that
curatives can be derived even from non-active root verbs, and furthermore
that the activity of the second agent in a curative sentence is not necessarily a
feature of the root verb but of the derivative structure. The second agent is
interpreted as an active participant because of the derivative structure i.e. the
root verb is adjusting to the derivation pattern, regardless of the root verb’s

5The root verb of jonotuttaa ‘make s.0. queue’ is jonottaa ‘to queue’, which is not a causative
verb, though it includes the morpheme #4.



properties. Can the activity of the second (direct) agent be regarded as the
unifying property of these derivatives in the lexicon?

Another semantic effect of #4-derivation arises from the characteristics of
the two animate participants with the roles of indirect and direct agents or the
non-participation criterion. According to Kytoméki (1989: 62—67), in a
prototypical curative proposition the indirect agent sets the direct agent an
assignment, after which the direct agent carries out the action and the indirect
agent does not participate in the action itself; the connection between the
agents is of a communicative nature. Hence, the social relation between the
agents becomes significant in distinguishing curatives from ordinary
causatives. We can conclude that another impact of the #4-morpheme on the
root verb is that it adds a social causal relation to it”. Is the non-participation
criterion an automatic consequence of derivation? In the prototypical case the
direct agent is expressed as an adessive adjunct, but it can be replaced with
object cases. According to Kytoméki (1989: 62—63), the expression of the
direct agent syntactically as the object stresses the indirect agent’s
participation in the activity of the root verb (as in example (17a)), whereas
the adessive adjunct of the indirect agent gives a reading of non-participation
(17b); the examples are from Kytomaki:

(17a) Opettaja kévelytti lapsia koko matkan.
teacher-nom walk-cause-past-3sg child-pl-part whole route-acc
‘The teacher had the children walk the whole route (and did so
herself).’

(17b) Opettaja kéivelytti lapsilla koko matkan.
teacher-nom walk-cause-past-3sg child-pl-ade whole route-acc
‘The teacher had the children walk the whole route (but did not
necessarily do so herself).’

However, this cannot be regarded as a constant, as example (18) using the
verb tanssittaa ‘make s.o. dance’ shows:

(18) Mikko tanssittaa Maijaa.
Mikko dance-caus-3s Maija-part
‘Mikko makes Maija dance.” OR ‘Mikko dances with Maija.’

Thus, the non-participation interpretation is not unambiguously a property
of the derivative or the syntactic appearance of the arguments. In the case of
(18), there are two possible readings, and the choice between them is made

"The type of causation in terms of directness raises the question as to whether it is
characteristic of social causation that it is indirect. What would direct social causation be like?
I discuss a type of direct social causation in section 5.2.4.1 in connection with competitive
situations.
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on the basis of contextual background knowledge — we cannot say if Mikko
is dancing with Maija or not without knowing more about the situation.
Hence, the connection to the contextual background of the curative
proposition is particularly significant. What are the consequences of this for
the verb in question: can we classify it as a curative? Are there different
derivatives for cases where the indirect agent participates in the activity and
for cases where it does not? If we categorize a derivative as an unclear
curative, what are our grounds for such a declaration, and how do we
compare clear and unclear cases?

The discussion above leads us to the question of how justifiable and well-
founded the distinction of curatives as a verb class in general is. The
conclusion drawn on the basis of the examples above is that the type of
inducement practiced by the indirect agent on the direct agent is a highly
context-dependent phenomenon, thus complicating the classifying of
curatives. This suggests that the morphosyntactic and lexical means to study
this phenomenon are not sufficient; for a better understanding of these
derivatives it is essential to consider the verbs in the settings within which
they actually occur. For this purpose, | have randomly sampled a corpus of
CSDs (I will now return to the term of this study) from the Finnish Language
Text Collection as well as from language use on the Internet (regarding the
materials of this study, see section 2.3). Most of the authentic examples in
this study are taken from these sources.

Language use materials reveal certain tendencies that CSDs have,
complicating the overall picture. One propensity is ascribed to the property of
verbs to have homonyms, submeanings and idiomatic readings — and even
these can be derived. Consider examples (19) and (20) reflecting the use of
the verb kdytdttdd. Example (19) is derived from the root verb kdyttdd, which
has the lexicalised meaning of ‘to use’ in Finnish; the direct agent in this
sentence is implicit. The second example of kdyrdttdd in (20) is derived from
the motion verb kdydd ‘to go’ as kdyttdd and further with an additional
causative suffix as kdytdttdd, both meaning ‘make s.o. go’. The double
causative suffix combination basically leaves the meaning of the derivative
from the single causative variant unchanged. Note also that the subject
referent of the root verb kdydd ‘to go’ is not human but still animate,
syntactically functioning as the object. Example (21) includes the predicate
tanssittaa ‘make s.o. dance’; remarkably, the idiomatic utterance tanssia
jonkun pillin mukaan meaning “dance to someone else’s tune” is made
causative using the 774 suffix.

(19) kaytdttdd [use-caus] ‘make s.0. use’

Arafatin kansansuosiosta en tiedd mitddn varmaa, mutta aseiden tuki
héinelld ainakin on, ja aseita hén haluaa kdytéttid.
‘I don’t know anything for sure about Arafat’s popularity, but at any rate



he’s got the support of weapons, and he wants them to be used (to make
his subordinates use the weapons).’

(http://chat.yle.fi/cgi- in/uutiset/keskustelu/ultimatebb.cgi?
ubb=get_topic&f=11&t=000118, 16.9.2005)

(20) kdiytdttdd [go-caus-caus] ‘make s.o. go’

Ystévdni kdytéttid erittdin edullisessa eldinlddkdrissd Helsingissd
kissojaa ja koiriaan.

‘My friend takes his cats and dogs (has them go) to a very affordable
vet.’
(http://www.aulabaari.net/modules.php?name=AulabaariFoorumit&op=
showthread&id=1&rid=78506, 16.9.2005)

(21) tanssittaa [dance-caus] ‘make s.o. dance’

Nditd avuttomia lampaita on sitten johtajien helpompi tanssittaa
pillinsd mukaan.

‘The leader can then make these helpless sheep more easily dance to
their tune.’
(www.iltalehti.fi/keskustelu/post!reply.jspa?messagelD=3141873,
30.8.2005)

Another observation based on language use is that CSDs may occur in
certain specialized patterns. I will present here one CSD construction; both is
and the verbs occurring in the pattern are discussed more thoroughly in
chapter 5. In connection with some causatives, there is a particular social
relation between the indirect and direct agent with the interpretation of power
abuse. For example, the verb tanssittaa ‘make s.o. dance’ can be used as a
part of a construction I call the ‘Power Misuse Construction’ in addition to its
neutral reading as presented in (18) and the idiomatic phrase presented in
(21). I argue that the Power Misuse Construction attracts certain verbs; a
group of verbs central to this construction are derived from motion verbs, for
instance juoksuttaa ‘make s.o. run’ and hyppyyttdd ‘make s.o. jump’ as in
example (22):

(22) hyppyyttdd [jump-caus] ‘make s.0. jump’
Jjuoksuttaa [run-caus] ‘make s.0. run’

Palvelu on yrmeditd vastaanottovirkailijasta lddkdriin. Tuntuu, kuin
pdditarkoitus on hyppyyttid ja juoksuttaa asiakasta.

‘The service is unfriendly from receptionist to doctor. Its main purpose
seems to be to make the patients run around in circles and jump
through hoops.’

(http://www.otakantaa.fi/forum.print.cfm?group=174, 0.8.2005)
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An interesting development in the Power Misuse Construction is that the
pattern is not restricted to causatives derived from motion verbs. There are
also ‘denominal curatives’, verbs derived with the #z4-morpheme which are
associated with the Power Misuse Construction, such as pallottaa [ball-caus],
kyykyttdd [squat-caus] and pomottaa [boss-caus], and which can be used in
the sense of ‘boss s.0. around’. Also, the CSD from example (22), hyppyyttdci
[jump-caus], is thought to derive from the noun ‘jump’, although the verb
‘jump’ is also possible as the root in this case. Consider the example with the
verb pallottaa in (23). Example (24) includes the verb penkittdd (bench-
caus), which roughly translates as ‘make (a team) player sit on the bench’, a
sports term closely related with the #A4-causatives derived from static verbs
(compare it to example (16)). Both examples include a connotation of power
misuse, since it is not acceptable to boss colleagues around or positive for a
football player to be forced to sit on the bench during a match. The derivative
pattern of curatives together with the constructional pattern thus model the
root noun so that it behaves as a predicate denoting activity and taking a
(human) argument that is dragooned into humiliating or involuntary activity.

(23) pallottaa [ball-caus] ‘boss s.o. around’

Ja vield kehtaavat sisdisesti pallottaa uusia tulokkaita ettd tehkdcipd nyt
kuuliaisesti tdysi tyopdivd kun me muut Idhdetddn pdivikahvien jilkeen
kotiin!

‘And they even have the nerve to boss the newbies around, saying “do
what you’re told and do it all day”, while the rest of us go home after our
coffee at lunch!’
(http://www.taloussanomat.fi/keskustelut/post!reply.jspa?messagelD=
1130053, 19.6.2007)

(24) penkittid [bench-cause] ‘make a player sit on the bench (in reserve)’

Kdrjessd hddrivdt viime matsissa Rooney (no, tavallaan kai kdrjessd?)
Jja Henkke, joista Waynen maalista huolimatta molemmat olisi

mielestdini syytd penkittid téihdn peliin.

‘In the last match Rooney and Henkke both bustled in front (well, sort of
in front?), and both of them should have been made to sit on the bench
for this game, despite Wayne’s score.’
(http://foorumi.paitsio.com/ottelut/2 1 89-united-fa-cup-06-07-a.html,
24.4.2007)

In the light of the discussion above, which definition of the curative verbs
is more convenient: morphosyntactic or syntactic-semantic? Do curative
verbs function according to syntactic rules? How does the demand of the
transitivity of the root verbs work? How tenable are the activity criterion and
the non-participation criterion? Can the linguistic phenomenon of curative



causatives be determined by these criteria?

An implication of defining a verb class is that the definition specifies the
productivity restrictions of producing new derivatives. As Kytoméki (1978)
points out, there are no structural restrictions in deriving new curatives, and
this derivation type is regarded as highly productive. The compositional
classification of curatives, describing them as the results of the system
enabling perpetual production of new derivatives with a regular semantic
relation to the root word, is the hallmark of a productive derivation suffix.
This idea is based on the expectation that by adding the causative morpheme
1tA we make a root verb causative, and that adding two causative morphemes
makes the verb a double causative (‘X makes Y make Z do something’). The
causative suffix is thus considered to incorporate the causative meaning per
se, and the result of the derivation process should be predictable. The most
important condition of the regularity and productivity of the derivation type,
according to Karlsson (1983: 264), is its ability to perpetually produce new
occasional/temporary derivatives by attaching roots and morphemes.
However, the assumption that the derivation system is straightforward and
transparent reflects an ‘ideal situation’ that does not hold true in all aspects,
and the result may be semantically and syntactically different than predicted.
Another question is: how can we detect when a curative is just an occasional
case? How many times does it have to occur before it is an established
lexeme?

Within Finnish linguistics dealing with word formation, the term
lexicalization usually refers to the establishing process of a multimorphemic
item in the lexicon, after which the meaning of the item cannot
(morphologically and semantically) be deduced from its component parts i.e.
it is an opaque lexeme that cannot be divided into components (see Kytoméki
1991; Karlsson 1983: 263; ISK 187). Relying on Shippan (1984: 95-96),
Réisdnen (1988:18) suggests that lexicalization should comprise the
transparent derivatives that have become part of lexicon, whereas the
derivative lexemes that have lost their transparency should be treated as the
results of idiomatization. This approach enables us to account for different
kinds of derivatives in the lexicon; but determination of the actual criteria for
demarcation between lexicalization and idiomatization is a complex issue.
Because of the comprehensive exposition of morphology, morphological
systematizing has been prioritised at the expense of such other areas as
lexical idiomacity and the heterogeneity of the Finnish derivation system (see
Flint 1980 and Siitonen 1999). Kytomidki (1990: 71) emphasizes the
heterogeneous characteristics of derivation — her viewpoint is that the system
is built on separate words that function as models for new derivatives and
which are supported by functional type in the background. She also points
out that word formation as a system has a strong holistic power; for instance,
the denominal verb derivation type can at the same time be supported by the
deverbal derivative type. In my opinion, the denominal curatives presented
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above are proof of such correspondence between different derivation types.

Itkonen (2006) argues that less clear representatives of a category do not
rule out the clear cases; a category exists despite cases that are “both A and
not-A”. Is there a class of curative causatives based on a transformational
rule? As the discussion above shows, the boundaries of the curative category
are blurred. This itself does not bring into question the existence of a class.
However, we may ask whether there are clear cases at all: is classification in
fact baseless? What is the justification of curatives as a separate verb class?
How clear should the members of a category be?

In this study I strive for a description of CSDs that takes into account both
the general properties of these derivatives and irregular relationships. I do not
assume that these causatives are derived transformationally from an
underlying sentence (Matti juoksuttaa Pekan kauppaan ‘Matti makes Pekka
run to the shop’ > Pekka juoksee ‘Pekka runs’). The examples discussed
above suggest that when it comes to curative causatives, the lexicalist
hypothesis of Chomsky (1975) has a stronger explanatory power than the
transformational account: derivation morphology is not necessarily based
purely on changes in the syntactic component — there are also systematic
relationships in lexicon. I argue that the /#4-causatives are distinct but related
lexical entries; hence even transparent curatives have their place in the
lexicon. Jackendoff (1975) proposes an account of the ‘redundancy rules’ of
“separate but related lexical entries” to explain the connection between
associative lexemes; the semantic and syntactic similarity of the causative
verbs in this approach is seen in their lexical entries.

The questions regarding CSDs then are: what are the salient features of
these verbs? What is the relationship of these shared or similar properties
based on? The ‘similarity’ relation implies that word derivation may function
as a model-based formation founded on analogical linkage, where a new
construction becomes common on the grounds of a single innovation. The
basic relation between the lexemes may then be described as an analogy-
based relationship — the structural and/or functional similarity of a linguistic
phenomenon in relation to another (the power of association behind the
dynamics in language is emphazised, for example, in Anttila 1977 and
Itkonen 2005).

In this study I argue that instead of a derivational group of curative
causatives, there are various, heterogeneous criteria behind the groupings of
the verbs. As a highly complex cluster, these verbs are subject to both
productive and pattern-specific rules; the diversity of the derivation system
should be recognised. The term ‘causative verbs of social dominance’ (CSD)
is used in this study as an umbrella term for the verbs under examination. I
treat these derivatives as independent lexical entries with social dominance
and indirect causation as common characteristics; any contracted sentence or
independent syntactic predicate of derivative relation in the background of
the CSDs is not assumed. The systematic similarities are captured through the



prototype patterns of the CSDs; the central elements are social causation and
activity of the direct agent. The description of prototypes also involves the
linking correspondence between the syntactic and semantic levels. The
discussion here also involves generalizations made on curative causatives.
How do the syntactic and semantic properties actually correlate? Is the
implicit adessive adjunct merely a feature of derivatives with transitive roots?
The syntactic behaviour of the CSDs is the particular focus of chapter 3,
where the transitivity of the root verbs and the exact connection of the root
verb arguments to the derivative verb is investigated in more detail. The main
goal of the analysis is to discover how the lexicon works. Are there natural
verb groups, and if so, what are the principles behind the groupings? CSDs
are closely connected to context; therefore, it is essential to take the
surroundings of causatives into greater account. I strive for a formal
description of CSDs and an inclusion of a usage-based approach.
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2 Theory and methods

2.1 Theoretical background: conceptual semantics

The way of thinking on the essence of language in this study is based on
framework of conceptual semantics. This theory has human cognition and
linguistic structure as its research topic. Conceptual semantics originates
from generative linguistics as initiated in Chomsky (1957) and laid out in the
extended standard theory (Chomsky 1965) that assumes a mapping of the
semantic representation onto the deep structure of a sentence and the
transformation of the latter to the surface structure. In contrast to the
transformational view of generative semantics, assuming that semantic
interpretation is derived from syntax, Jackendoff (1972) developed a theory
whereby semantic representation has an autonomous status. This widened the
generative system of language from a syntactocentristic approach to the
semantic component of grammar. The conceptual semantics theory sprang
from the ideas of Ray Jackendoff (1972, 1983, 1990 & 1997) and has been
developed by Pinker (1989), Nikanne (1990, 1995, 1997 & 2006), Porn
(2004) and Petrova (2009, 2011). This section is primarily an overview of the
theoretical foundations of conceptual semantics as well as an outlining of its
overlap with other linguistic approaches (for the historical background of
conceptual semantics theory, see for example Nikanne 2008).

What kind of research object is language? Saussure (1966 [1915]: 7-11)
pointed out the complexity of the only ostensibly straightforward answer to
this question: the production of language is tightly bound to perception,
phonological form to meaning, the individual side of language to the social,
synchronic to diachronic. Wherever we approach language, it always seems
to have another closely related side. Given the diversity of linguistic
phenomena, a comprehensive linguistic theory cannot confine itself to
discovering and describing these different aspects of language in isolation,
but must attempt to explain the connections between different levels of
language.

On a general level, the conceptual semantics theory strives for a solution
to this problem by uniting the knowledge of different aspects of language that
we already have, as well as integrating knowledge from neighbouring
disciplines into the description of the language. The backbone of conceptual
semantics is the cognitive approach to language: the theory strives to outline
the theory of the human mind, with language as the central part. This goal
leads to the following research questions: What is the status of human
language in the mind? How does language conceptualize the world? The
underlying impulse to this approach comes from the central stance in
generative grammar that the structure of natural language is a psychological



phenomenon of genetically encoded character. In terms of Chomsky’s (1986)
division of linguistics into internalized language (I-language) and
externalized language (E-language), conceptual semantics focuses for
instance on the question of how linguistic competence or the I-language is
related to language-processing. In other words, conceptual semantics assumes
that the rules of mental grammar are at least partly stored in memory and
available in the course of language-processing (Jackendoff 1997: 7-8). The
nature of this mental grammar is a central issue within conceptual semantics.

The essence of conceptual semantics theory lies in its approach to
linguistic meaning. Jackendoff (1983: 11-18) argues that a proper semantic
theory should combine the knowledge we have about syntax and lexicon with
the psychological reality of linguistic information (the grammatical and
cognitive constraint of linguistic theory respectively). The most important
hypothesis of conceptual semantics is that in accordance with syntax and
phonology, linguistic meaning is also (cognitively) organized. This claim
extends the assumption of generative grammar to semantic structures while
the autonomous level of syntactic representation is still assumed. One result
of this separation of levels is that syntax is relieved of unnecessary
abstraction which the assumption of semantic phenomena as syntactic
structures brings to the analysis. No level is thus assumed to be derived from
another (e.g. meanings are not derived from sounds) but regarded as equally
autonomous (Jackendoff 1990: 19).

As a consequence, Jackendoff (1983: 16-18) proposes that there must be a
level of mental representation that transmits information from language to
cognitive faculties and vice versa, basically making it possible to talk about
what we hear and see. He refers to this representation in which linguistic
information is compatible with sensory and motor information as ‘conceptual
structure’ (CS). It is important to note that the conceptual structure
hypothesis comprises a larger viewpoint of semantics than the more standard
assumption of a specifically linguistic semantic structure. CS is understood as
an organization of thoughts that language can express, including pragmatic
and contextual considerations; it is regarded as the centre in which our
cognitive reasoning, including dimensionality, spatial language and body
representation, takes place (Jackendoff 2003: 123, 1992). It should be pointed
out that within conceptual semantics, the formation of conceptual structure
representation is not necessarily seen as a homogenous module. While
Jackendoff is talking about one level of CS, van der Zee & Nikanne (2000)
argue that the interface between linguistic and extralinguistic information
constitutes a division of several different representational modules, such as
spatial structure and motor structure. The micromodular approach is called
the ‘Tiernet model’; this approach is discussed in more detail in section 2.2
below.

In the conceptual semantics view, language is a structured system;
furthermore, there are different kinds of structures. The main question is not
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just the inner organization of different formations but how they are related to
each other. According to Nikanne (2002), the research goal of conceptual
semantics is finding the smallest autonomous structures with their primitive
units and the combination principles between them. Another research topic is
detecting the basic mapping rules between these structures; linking between
representations is not assumed to be one-to-one. This is reflected for instance
in the treatment of the theta-criterion: in contrast to the idea that there must
be a one-to-one correspondence between noun phrases and thematic roles, a
nominal may be assigned by several roles.

The ‘representational modularity’ (Jackendoff 1997) idea suggests that the
organization of language is based on different autonomic components that are
in interaction with each other. The modules of phonology, syntax and
conceptual representation cover their own primitives and principles of
combination each. The rules of representational well-formedness within a
representation are described by a set of ‘formation rules’. The representations
and non-linguistic domains (vision, action etc.) are linked by a set of
‘correspondence rules’. Lexicon in this theory consists of elements that
combine information from different levels, specifying a word’s phonological
form, syntactic category and conceptual characteristics. The third set of rules
concerns the mapping of conceptual structures as conceptual structures — the
‘rules of inference’®. In generative linguistics models in general, morphology
is assumed to be a language-specific component serving the syntactic rules of
the grammar. Also in the Jackendovian approach, morphology is not a
separate representation but forms part of the correspondence rules between
syntax and conceptual structure (Jackendoff 1983). (For the organization of
grammar in conceptual semantics, see also Jackendoff 1983 18-22; 1990: 16-
18.) The representational modularity view of the organization of grammar in
conceptual semantics as outlined in Jackendoff (1990: 16) is presented in
Figure 1:

8 According to Jackendoff (1975), the inference rules in conceptual semantics are basically
formalized in the form conceptual structure 1 => conceptual structure 2, under certain
conditions (see also example (5)).
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Figure 1. The organization of grammar in the representational modularity
approach

Conceptual representation is assumed to be universal’; language-specific
semantic differences are explained by different ‘linking rules’ between the
linguistic and conceptual levels. This theoretical conclusion provides for an
identification of the language-specific differences in an explicit way (for a
comparative approach to conceptual semantics, see Porn 2007). Lexicon in
this organization has no domain of its own because it forms part of the
linking rule system, connecting the syntactic, semantic and phonological
properties of a word. Consequently, sentential and lexical concepts are
combined by the same primitives and principles of combination. Word
formation rules with morphological and semantic relationships between
derivatives also belong to the lexicon in this theory. The conceptual
representation of a word, or ‘Lexical Conceptual Structure’ (LCS), is
understood as the level of understanding linguistic information, a link
between linguistic representations as phonology and syntax and other
cognitive domains (spatial, social, haptic knowledge etc.) (Jackendoff 1990;
Nikanne 1997, 1998 & 2008). Basically, by analysing the possible LCS of a
word, we ask what it is we know when we recognize a lexeme. How is
acoustic, visual, spatial, emotional and social information encoded in
language?

The meaning in this system is a rich combinatorial system, and the
conceptual structure consists of its own primitive units. In a sentence, each
constituent belongs to a major ontological conceptual category — Events,
States, Places, Paths, Time, Direction, Property, Amount etc. These

*Jackendoff (1983: 17) assumes that conceptual structures function in accordance with a finite
set of ‘conceptual well-formedness rules’. These rules are considered universal and innate in
the sense that human beings have essentially the same capacity to develop concepts; however,
the concepts one actually develops must depend to some extent on experience. Fodor (1975)
argues that relevant conceptual dimensions (such as color distinctions) must be available to the
language learner in order to formulate hypotheses about the world.
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categories are ontological in the sense that they reflect the way in which
human language categorizes the world, or the other way around — the world
dictates, to some extent, the ontological categories of language and our
perception. The goal of the formal conceptual description is to clarify the
psychological nature of these basic semantic concepts and to show how they
are encoded syntactically and lexically (Jackendoff 1983: 51-52).
Nevertheless, the argument presented by Langacker (1987: 189) that
syntactic categories have a fixed conceptual basis (for example, the syntactic
category Verb corresponds to the semantic category Process and the
Substantive to the category Thing'’) is not assumed in conceptual semantics.
The general principle of the relationship between syntactic and ontological
categories within conceptual semantics is assumed as follows: every major
phrasal constituent in the syntax of a sentence (S, NP, AP, PP etc.)
corresponds to a conceptual constituent that belongs to one of the major
ontological categories (Jackendoff 1983: 63-70). Thus, there is a certain
correlation between syntactic and conceptual categories, but no trivial one-to-
one relation. The mapping relations between representations may vary; |
discuss the linking system in conceptual semantics in connection with the
methodological discussion in section 2.2.2.

The intrinsic structure of the categories as well as the well-formedness
rules that determine the relations between the categories are analysed through
the rules of inference or the ‘rewriting rules’ of the thematic tier architecture.
These rules are structures consisting of functions and their arguments — a
function maps its arguments into a larger constituent. The thematic tier
expresses the situation structure involving notions such as change, causation
and state. The rewriting rule of a causative event is presented in (1) (for an
introduction to the basic rewriting rules, see Jackendoft 1990: 43-46):

THING
(1) [EVENT] — [mm CAUSE H EVENT }il [EVENT]}

The rule (1) expresses that a conceptual constituent belonging to the
category Event can be elaborated as the event-function CAUSE that takes
two arguments. The first argument of CAUSE is the agent if it belongs to the
category Thing or the cause if it is from the category Event. The second
argument of that Event is the effect of the causation event. This rule covers
sentences like (2a-b):

(2a) Mike threw the ball to Jane.
(2b) The sun dried the lawn.

"Interestingly, the word ‘process” itself, here used to categorize Verb, is a noun (thanks to Olli
Lagerspetz for pointing out this obvious contradiction in the seminar of scientific philosophy).



The function-argument organization of sentence (2a) is thus, as in (3):

(3) [Event CAUSE ([Thing MIKE: [Event GO ([Thing BALLL
[path TO ([hing Jane]))11)]

Nikanne (1990) proposes a more restricted form of the conceptual
structure which takes into account certain constraints which the rewriting
rules embody. This model asks, for instance, why structures like (4a-b) are
impossible:

(4a) A man walks woman is to the yard.
*[GO ([MAN], [BE ((WOMAN], [TO ([YARD])])]

(4b) A man throw to the yard.
*[CAUSE ([MAN], [TO ([YARD])])]

The ‘tiernet model’ of conceptual semantics is a combination of
modularity and connectionism ideas, developed in Nikanne (2002). It arises
from the restrictions related to representations and their division into tiers
assumed in the conceptual semantics model of Jackendoff. A problem here is
that it is not always possible to identify which autonomic structure is an
individual representation and which is a tier of a representation.
Consequently, Nikanne questions the necessity of representations, and
suggests that the organization of grammar (and the mind) can be seen to be
based on tiers and the linking principles between them. The tiernet model is
an open structure in the sense that it enables us, in a more flexible way, to
take into account differences between languages; languages may (at least
partly) make use of different tiers and linking rules. The tiernet approach also
strives for as simple structures in its ‘micromodules’ and their linking
systems as possible. The significant innovation of the tiernet model is that it
has captured the Jackendovian rewriting rules in a more general rule — the
rule of a well-formed CS expressed by a well-formed function-chain. I will
return to the notion of the function-chain in section 2.2.1 below.

The conception of modularity thus varies in the division and scope of the
information that the modules are considered to comprise, from larger units to
smaller. In Fodor’s (1983 & 1975) modular theory of the mind, language is
one large module among the other cognitive faculties of the human mind, a
representational mechanism that can represent the world or the alternatives of
possible worlds. Jackendoff (1990 & 1997) assumes three central modules
divided into tiers. Nikanne (2002 & 2006) has divided these large modules
further and taken the idea of modularity towards the connectionist theory.
The fundamental property of the tiernet model is that there is no ‘central
processing module’. Additionally, the tiernet model differs from other
modular approaches in that the modules and connections are not assumed to
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be homing; the links strengthen and weaken in compliance with language use
(Nikanne, personal communication). For the purposes of this study i.e. an
analysis of morphological causatives, the tiernet alternative seems to provide
the best foundation, as it enables us to examine smaller modular categories in
an explicit way. The tiernet model also takes into account morphology, which
is particularly necessary when it comes to Finnish. Since the tiernet model is
the modular approach I apply in this study, I introduce its formalism in more
detail in section 2.2.3.

Let us now reflect on the question as to what the formalization of
language implies. Obviously, formal analysis as such does not give us ‘new’
information by definition. By formalising linguistic information, we aim to
reformulate the intrinsic architecture of language that already exists — a
system we do not think about when using language. Hence, formalism is
understood as a means to help us understand the phenomenon we aim to
describe. At its best, this method enables us to construct a model that reflects
the nature of language in a meticulous way and at the same time takes the
analysis outside of the language, in the sense that the description is not made
by using language itself.

There are certain aspects that a proper, formal description must satisfy.
Firstly, formalism must be based on explicitly noted attributes, in order to
attain a clear thesis. Only then will a formal description have any
consequence in the sense that the claim can be tested and proven or falsified,
generalizations made, different analyses compared and so on. Obviously, the
formal description cannot comprise every aspect of a phenomenon as
complex as language — part of it is always left out of the analysis. The idea is
that by analytically examining the research subject, finding and defining the
primitives and detecting their combination rules, we can aim to produce a
precise account of a linguistic phenomenon. It is also clear that it is
impossible to include every aspect in the analysis; parts of the description
must be left for later analysis. A formalized generalization is thus not
necessarily an exhaustive description of a phenomenon but rather an
understanding of it at a given moment — knowledge possibly in development.
The principle of a strict account is that we can broaden it step by step towards
improved knowledge.

An example of the formalism of conceptual semantics is lexical
redundancy rules i.e. a mechanism that relates lexical entries in the mental
lexicon, suggested by Jackendoff (1987). The causative alternation is
regarded as including the syntactic change of subject to object and agent to
subject. This is basically an operation of taking a lexical entry as input and
supplying the entry with new information, with a new entry as a result.
Another example is the inference rules. The inference rule of causation
presented in (5) is a simplified version of Jackendoff (1990) and Nikanne
(1990 & 2008); the rule expresses that if situation X is successfully caused, X



will take place after the causing event (the aspects related to the notion of
causativity are discussed in more detail in section 2.5).

(5) CAUSE — X =>X

It is motivating here to compare the methodology of conceptual semantics
with the cognitive grammar approach, as the theoretical basis and research
goals of these theories are closely related in certain aspects. Both theories
recognize the significance of semantics in our cognitive processing, and
moreover, in these theories the linguistic meaning is equated to
conceptualization and is thus the central research subject. Jackendoff
(1983:3) manifests the connection between semantics and cognition thus: “To
study semantics of natural language is to study cognitive psychology”. This
standpoint is directly comparable with the approach of cognitive grammar;
compare Langacker’s (1991: 2) statement that semantics is found in our
cognitive processing, not in objective reality. Thus, both theories are
unanimous in the cognitive nature of linguistic meaning.

However, these two theories approach the architecture of language in
fundamentally different ways. As discussed earlier, within conceptual
semantics the basic categories of language are explained as independent
modules. These modules have their own primitives, which may be linked
with each other within a module or between them. In this way we can specify
the connection of one specified category to another. In cognitive grammar,
the categories are instead seen as parts of the (same) continuum, which is not
based on clear-cut categories (Langacker 1987 & 1991; Lakoff 1987).
Langacker (1991:116-120) defines the grammar of a language as a structured
inventory of conventional linguistic units where the ‘phonological space’ and
the ‘semantic space’ form an abstract, a bipolar ‘symbolic space’ without
clear-cut boundaries. Syntax in this theory is reduced to semantics, with the
consequence that the basic grammatical classes are defined semantically;
lexicon, syntax and morphology are seen as a continuum of symbolic
structures which are not divided into separate components. The bipolar
phonological and semantic units cannot be separated. Grammar, in cognitive
grammar theory, is seen as a list of conventionalized linguistic units which is
not based on clear-cut categories but rather on continuums and networks.
This fundamental distinction in categorization has major effects on the
methodology of these approaches.

The different approaches of these theories on the organization of grammar
can thus be very generally illustrated as in Figures 2 and 3. The idea of a
representational network of conceptual semantics was already presented in
Figure 1; its ambition is to describe the representations within their own
modules. Every module operates with its own primitives and their
combinatory links plus the relational connections between the modules, as
can be basically outlined as in Figure 2. Figure 3 sketches the bipolar
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symbolic space that the cognitive grammar operates within. The arrow with
the dashed line indicates that the interface between the poles is not specified
but has the character of a continuum:

\
D,

Figure 2. Conceptual semantics and representationality

phonological AR e semantic
Space space

Figure 3. Cognitive grammar and the symbolic space

The vital question in comparing these two approaches is: how does the
non-specialised symbolic space help us understand the nature of language?
According to the idea of grammar as a continuum, every linguistic
phenomenon can be located in an indefinite position in the symbolic space.
However, as long as the grades on the continuum are not explicitly specified,
this is problematic — the claim is too weak for either verification or
falsification. The question is: how exactly can we integrate phenomena like
phonology and semantics? What status does the space between them in the
continuum have? How can we know that we are approaching one of the
poles? In order to develop a workable model from the concept of the
continuum, it is important to identify its characteristics using defined
attributes. Then the descriptions can be generalised and compared. But is it,
in general, possible to place categories with different kinds of primitives in
the same continuum?

My opinion is that we must strive to identify the boundaries and features
of language, not just for an explanation of its nature but also to identify holes
in the boundaries. Thus it seems more efficient to analyse the different levels
of grammar explicitly as autonomous systems and on this foundation to study
the relations between these levels. Another important argument is that a
linguistic model cannot reduce syntax from grammar; the rules of a language
that create well-formed sentences should be included in the description.
Finally, since the primitive categories of syntax, phonology and semantics are
basically distinct, a treatment of them as a level of the same continuum would
be a contradiction.



Another linguistic theory that interfaces with conceptual semantics is
‘construction grammar’ (Fillmore, Kay & O’Connor 1988; Goldberg 1995;
Fried & Ostman 2004; Croft 2001). Construction grammar shares the
generative tradition and the basic idea of formalization (though with different
methodology). Views on what exactly is meant by the notion of construction
and what the general principles are in language (if they are assumed at all)
varies in that the conceptual semantics theory assumes the existence of both
general (default) rules and irregular mappings of form and meaning (for
similarities and differences between construction grammar and conceptual
semantics, see Nikanne 2004. I return to these questions in 5.1).

2.2 Basic tools of conceptual semantics

2.2.1 Tiers and zones in the conceptual structure

Sections 2.2.1-2.2.3 outline the basic methodology of conceptual semantics,
with an emphasis on the tiernet account. Methodology is examined in
chapters 3-5; some details relevant to the analysis of causative verbs are
given a more detailed explanation in connection to the actual analysis.

The next step on from ontological categories in aiming at a well-formed
conceptual counterpart of a sentence is defining the structure of conceptual
constituents. Jackendoff (1990: 23) proposes that each conceptual category is
realised by decomposition into a function-argument structure, and each
argument is a conceptual constituent of some major category. The relational
principle between the syntactic representation of a sentence and conceptual
functions is as follows: the lexical head X of a major phrasal constituent
corresponds to a function in the conceptual structure, whereas major syntactic
phrases correspond to major conceptual constituents (Jackendoff (1983: 63-
70, 1990: 13-25). I return to the analysis of syntax-semantic interface in the
next section and concentrate here on fragments of the conceptual structure.

The basic operational tools in the analysis of the conceptual representation
of a word or the LCS are semantic roles and functions as parts of a multi-
tiered structure. The major tiers in the conceptual structure are the ‘thematic
tier’ and the ‘action tier’, which operate with thematic roles (agent, theme,
location etc.) and action roles (actor and undergoer) (Jackendoff, 1990). The
thematic roles of the linguistic components are determined by the well-
formedness rules of the conceptual structure. In my study of causative verbs I
follow the line of Nikanne, which is slightly different from the organization
of conceptual structure of Jackendoff. The main difference between these two
approaches is that in Jackendoff’s model the conceptual structure consists of
the two abovementioned major tiers, whereas in Nikanne’s tiernet system the
thematic tier is assumed to divide into several zones. In Nikanne (1990), the
organization of LCS is claimed to be non-linear, meaning that the order of the
semantic funtions (CAUSE, GO, TO, FROM etc.) is determined by three
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‘positional groups’ or ‘zones’. Consequently, the direction in the f-chain (the
chain of functions) is always from the causative zone towards the locative
zone i.e. from left to right (Nikanne 1990, 1995 & 1997). The organization of
the zones and how the thematic tier functions and the thematic roles are
divided within it is illustrated in table (1), taken from Nikanne (1997: 83):

Table 1. Zones and semantic functions

ZONE 3 ZONE 2 ZONE 1
Causative zone Thematic zone Location zone
Non-monadic functions: | Non-monadic functions: Monadic functions:
CAUSE GO AT, ON, IN,
LET BE UNDER etc.
Monadic functions: STAY (i.e. place functions)
INCH EXT TO, TOWARD,
Monadic functions: FROM, VIA,
CONF AWAY FROM etc.
MOVE (i.e. path functions)
Thematic role: agent Thematic role: theme Thematic role: reference
object (location, goal,
source, route, recipient etc.)

The functions are thus divided into several types as path functions, state
functions, event functions and place functions. The functions and their
characteristics are described in Nikanne (2002) as follows:

Zone 1 functions (place and path functions)
Place functions:
AT — the general place function; selects the location
ON - on top or above; selects the location
IN — inside or in; selects the location
UNDER - under or below; selects the location etc.
Path functions:
TO — to, up to; selects the goal
TOWARD - to, toward; selects the goal
FROM - from; selects the source
AWAY FROM - from a direction; selects the goal
VIA — through, via; selects the route
Zone 2 functions (non-causative event functions)
GO — changing; selects the theme and one or more path functions
BE — being; selects the theme and one or more place functions
STAY - staying; selects the theme and one or more place functions
ORIENT - directing; selects the theme and one or more path
functions
EXT — extending; selects the theme and one or more path functions



CONF - configuration; selects the theme
MOVE - being in some sort of (monotonic) activation; selects the
theme
Zone 3 functions (causative event functions and the inchoative event
function)
CAUSE - causing; selects the causer and a zone 3 or zone 2 function
LET - letting; selects the causer and a zone 3 or zone 2 function
INCH - inchoative; selects the causer and a zone 3 or zone 2 function

The difference between monadic and non-monadic functions is that monadic
functions can only select one complement (either another function or an
argument) while non-monadic functions can have one or more complement;
consider (1) and (2):

(1) Mary dances.

MARY

t
MOVE

(2) John flew from Helsinki to Rome via Munich.

HELSINKI
]
FROM

JOHN ROME

) 1
GO TO

MUNICH

VIA

Hence, the basis of the conceptual structure is a chain of functions. The
order of this structure is not arbitrary but based on dependency relations
between the functions, indicating the connection between the participants in
the event. The sequence of semantic functions is called the ‘function chain’
(f-chain), and its combination principle is based on the f-chain schema (3).
The number after the f indicates the zone (one, two or three), the arrow
indicates selection and the asterisk (*) after the symbol indicates that there
can be none, one or several instances of the function in the f-chain. The f-
chain schema thus states that the number of f1s and f3s can vary from none to
several, but there must always be one and only one f2 in a well-formed f-
chain. Consequently, it can be said that zone 2 is the core zone of the
conceptual structure (Nikanne 1990 and later).
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(3) The f-chain schema: f3* —» 2 — f1*

In the analysis of the thematic structure of a sentence, we insert the
concrete function into the f-chain. Each function selects an argument carrying
a thematic role. The thematic role hierarchy in the tiernet theory is not a list
of roles, but follows directly from the principle of the f-chain (see Nikanne
1997¢c). An example of the conceptual structure with the verb ‘to send’ is
presented in (4):

(4) Mary sent a letter to John.

MARY LETTER JOHN
) ) 1
CAUSE — GO — TO

The interpretation of the 0-criterion in conceptual semantics is special in
that it also allows an implicit argument to have a position in the argument
structure. Additionally, it is possible to explicate the multiple thematic roles
of a NP by indexing the arguments. A conceptual argument is thus not
necessarily expressed in syntax, and even an implicit argument can have
more than one role in the conceptual structure (Jackendoff 1990: 44, 55, 59—
64). To illustrate the binding of an argument with one syntactic position and
multiple theta-roles, consider for instance the reflexive verb pukeutua ‘to
dress oneself’. The subject argument of this verb is encoded as the causer of
activity and additionally as the thing in motion or the theme i.e. one syntactic
entity satisfies two distinct conceptual positions. Jackendoff (1990: 63)
proposes a notation of argument binding between a binding argument and
bound arguments by using Greek letters. A sentence with pukeutua can thus
be analysed as in (5), where the binder argument, Mary, is notated by the
superscript a and its bindee by a normal size o. Thus, these arguments are co-
referential. An additional remark concerning the marking in this analysis is
that the conceptual arguments are marked with block capitals.

(5) Mary pukeutuu villatakkiin
Mary dress-refl-pres-3sg gardigan-ill
‘Mary puts on (dresses herself in) a cardigan.’

MARY,® a CARDIGAN;
1 f f
CAUSE; — GOp — TOp — 1INy

As a tool for marking the argument binding within the conceptual
structure, 1 follow the notation of Jackendoff (1990: 59-64). Following
Nikanne's (see e.g. 1997: 87) theory, I mark the implicit arguments with the



superscript index I. The I-marking differs from Jackendoff's (1990) a-
marking in that only the implicit arguments are indexed in lexicon whereas
the conceptual arguments having a counterpart in syntax are left unindexed.
This idea is based on the minimal stipulation account: in order to achieve the
most straightforward description, the general linking rule does not need to be
marked. We will see that the notion of implicit argument has a crucial role in
the conceptual analysis of CSDs. The implicit adessive adjunct phenomenon
is discussed in particular in section 3.1.2 as well as in connection with the
discussion of the linking patterns of CSD prototypes in 3.3-3.4. See the
analysis including implicit arguments in examples (4, 5 & 12) of the next
subsection.

In addition to the thematic tier, the conceptual structure consists of an
‘action tier’ that includes the roles of actor, undergoer, patient and
beneficiary. Nikanne (1995) argues, to the contrary of Jackendoff (1990), that
syntactico-lexical argument linking is primarily based on the thematic tier
and only secondarily on the action tier. The action tier expresses dominance
relations between the participants by determining the semantic roles of actor
and undergoer for the participants in an event. The actor is the active
participant in the event, who is dominating the passive argument of the action
tier (the undergoer). Basically, actor and undergoer are roles of human social
relations. An argument that carries a semantic role in the thematic tier can
thus be assigned another role in the action tier. The action tier functions AC
(actor) and UN (undergoer) form an act-chain. The conceptual representation
of the sentence ‘Mary sent a letter to John’ with its action tier functions and
thematic tier can be seen in (6).

5) AC UN act-chain
| |
MARY LETTER JOHN arguments
T T T
CAUSE — GO — TO Jchain

Another separate tier of the conceptual structure is the ‘temporal tier’
where the internal time dimension of a situation, the actionsart structure, is
handled (for the temporal tier see Jackendoff 1990, Nikanne 1990, 1997b &
2008 and Porn 2004). The primitives of the temporal tier are P (point of time)
and R (region of time). Nikanne emphasizes that if a situation includes R, it
has a (directional) temporal lasting; P indicates that a situation has no
temporal lasting. Thus, R signifies that a situation is a process. The point of
time is a zero-dimensional entity; therefore, it can be visualized as a point.
The region of time is a one-dimensional entity and can be pictured as a line:

(7) P R
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The temporal tier can be segmented further into the following combinations:

(8) R - RPR
P — PRP
P — RP
P —- PR

When associating the temporal tier and action tier of the sentence ‘Mary
sent a letter to John’ in the conceptual structure, we get the following
configuration:

€))
AC UN
) ¥
JAKE LETTER  JOHN
t t t

CAUSE — GO — TO

S

P

T

P R P

The action and temporal tiers in connection with CSDs are discussed in
detail in chapter 4.

A further level of description of the conceptual structure is the ‘semantic
field tier’. Whereas the action tier and the thematic tier handle the
participants in the situation and the relations between them, the semantic field
tier adds the description of the cognitive backgrounds in which the events
take place. According to the localist hypothesis, all kinds of expressions
(temporal, possessive etc.) can be derived from spatial ones (Gruber 1965 &
1970, Jackendoff 1983, Miller 1985), which is one of the leading ideas of
conceptual semantics. This idea is captured in the thematic relations
hypothesis (Jackendoff 1983: 188):

In any semantic field of [EVENTS] and [STATES], the principal event, state,
path, and place functions are a subset of those used for the analysis of spatial
location and motion. Fields differ in three possible ways:
a. what kind of entities may appear as themes;
b. what kind of entities may appear as reference objects;
c. what kind of relation assumes the role played by location in the field of
spatial expressions.

In Jackendoff’s rule system, the separate but analogous function systems
are based on the semantic fields. Nikanne’s (1990) description of the



combinations of thematic functions and semantic fields differs in that the
semantic fields are allocated to a tier of their own. According to the localist
tradition, the spatial semantic field is unmarked; therefore it is not obligatory
to add it to the description (see Jackendoff 1983: 188; Nikanne 1990: 23-25).
Nikanne (2002) assumes that the cognitive area of a linguistic expression is
determined in zone 1, and that the semantic properties of zone 1 spread to
zone 2. These zones thus have a shared semantic field. The semantic fields,
based on the fields suggested in Jackendoff (1983: 188-203), of the core
zones are, according to Nikanne (1990: 23-25, 2002), the following:

The spatial semantic field, the background of which is a concrete situation
and its changes

The possessive semantic field, expressing a possessive relation such as
possession, part-whole relation and social agreement

The temporal semantic field, expressing the temporal location and its
changes

The circumstantial semantic field, describing a situational background
The characterizing semantic field, expressing a feature or typifying
something

The semantic fields of zone 3 are, according to Nikanne (2002), based on
the nature of causation; these are not dependent on the semantic fields of the
core zones. The causation can be described for instance in physical, social or
magic semantic fields. The LCS of the sentence ‘Jake carries the desk into
the house’ with semantic fields looks like this (10):

(10)
AC UN

l |

JAKE DESK HOUSE
t t t

CAUSE — Go — TO

| ~ e

Physical Spatial

The causer argument JAKE selected by the cause function assigns the role
actor in the action tier. The theme DESK'' that is characterized by a
transition (assigned by the function GO). At the action tier level, the activity
of the actor (AC) is directed at the theme argument. This means that the
argument DESK assigns the role undergoer (UN) in the action tier. In the
example (10), causation is happening in the physical semantic field, and the
transition of the theme is described in the spatial semantic field.

! The thematic arguments are marked with capital letters.
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In Nikanne (1987, 1990 & 2006), the semantic functions are analysed
further as feature systems. The features relevant to this study are the
following:

Time-related, indicating that the event has an internal time line
Bound, indicating that a path or event is bound

Directed, indicating that an event has a direction

Goal, a path feature indicating the end of a path (sub-feature of D)
Source, a path feature indicating the beginning of the path (sub-
feature of D)

ro Route, a path feature indicating a relevant mid-point of the path
(sub-feature of D)

oA

w2
o ©

The f-chain of the sentence analysed in (10), ‘Jake carried the desk into the
house’, with its features and theta-arguments then appears as we see it in
(11). The analysis in (11) reflects the temporal, directional and telicity
features of the sentence. There are two events with an internal time line
(marked as T). As the f-chain of (11) is bound in all possible places (i.e. both
events are marked as b), it is a telic situation (for more on events being
bound, see Jackendoff 1991, Nikanne 2006).

(an
JAKE DESK HOUSE
t T 1
F3 —F3—TF2 — Fl
I\ /A A I\
T DD bT DD b
W) v/
gl full

If there is a zone 3, the monadic zone 3 function (marked as {3 in (11)) at
the boundary of zone 2 and zone 3 is mandatory because of the presence of
the D-features. Monadic f3 functions are not able to assign a theta role like
dyadic functions, f1s and monadic 2s do.

An important consequence of the notion of the nonlinear thematic
structure on conceptual semantics is that it is now possible to treat the
semantic structure in terms of dependence rules. This is different compared to
the Jackendovian variant of conceptual structure which describes the
constituency relations within conceptual structure. The f-chain is thus a
headed structure; it assigns a thematic role to the arguments and the
arguments are then assigned act-roles. The scope of the head-complement
relations is from left to right and from the f-chain to the thematic arguments.



2.2.2. Linking of syntactic, semantic and morphological arguments

One of the central research subjects within conceptual semantics is the
interface between syntactic and semantic representations. The assumption is
that a proper description of the lexical conceptual structure of a sentence
should enable a specification of the mapping principles between the
conceptual and syntactic levels. The basic principle is that every sentential
constituent corresponds to a conceptual constituent; the thematic role is
visible as a structural argument position with conceptual content. The
correspondence between the conceptual structure and the syntactic categories
is not arbitrary: there are certain regularities determining the mapping.
According to Nikanne (1998a: 311), the unmarked linking relation between
LCSs and syntactic categories is that given in (1):

(1) a. A word whose LCS is based on a piece of f-chain is syntactically a V or
P.
b. A word whose LCS only contains fls is syntactically a P.
c. A word whose LCS contains an {2 and/or a non-monadic f3isa V.

The principles of (1) are illustrated in example (2). The numeral indices
indicate the correspondence relations between the syntactic and conceptual

constituents.

(2) Mary, sent, a letter; to, Johns.

N o — UN
| '
MARY, LETTER; JOHN;
1 t t

CAUSE; — GO; — TO4

The general principle of linking between the grammatical functions and
the thematic arguments is that the thematic arguments in a conceptual
structure correspond to the thematic role carriers in syntax, and the f-chain
corresponds to syntactic predicates (Jackendoff (1983: 67, Nikanne 1998a:
311). Nikanne (1997; compare with Jackendoff 1990) argues that the
thematic arguments are not directly linked to syntax but via an intermediate
level that determines the ‘subject argument’ and ‘object argument’ of the
sentence. This system is the ‘direct argument system’ (the DA system),
suggesting that syntactic argument places are derived in the lexicon, or more
precisely in the lexical conceptual structure of a word. The assumption
behind the intermediate linking level is that it accounts for different forms of
linking, implying that linking relations do not follow the one-to-one linking
principle. The categories with which the DA level operates are the following:
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DAT1: first argument, ‘logical subject’
DAZ2: second argument, ‘logical object’

The notions DA1 and DA2 are primitive categories — they cannot be reduced
to any thematic hierarchy because of numerous exceptions. According to
Nikanne (1997 & 2002), the rules that govern the DA derivation are the
following:

(3) 1. Every thematic argument selected by the lexical function-chain is a
potential DA.
2. An implicit argument cannot be a potential DA.
3. The potential DAs are ordered from left to right as DA1 and DA2.

A benefit of this system is that it enables us, for instance, to separate the
default cases of argument-linking from exceptional ones. For example, we
can analyse the lexical argument linking of the English verb ‘to paint’. The
word means ‘to apply colour or paint onto something’: the lexical entry of it
is presented in (4). The structure in (5) describes the linking relations
between the syntactic structure and the LCS of ‘to paint’. The link between
conceptual arguments and DAs is marked with a single line, and the link
between syntax and conceptual structure is indicated by a dotted line. The
causer argument MARY is the leftmost argument and is linked to DAI.
Because the theme argument is an implicit argument PAINT', it cannot assign
DA status. Instead, the goal HOUSE is selected as DA2.

(4) The lexical entry of ‘to paint’:

/paint/
'\.?'

PAINT!
1
CAUSE — GO — TO



(5) Mary paints the house.

IP
constituency NP r
structure /\
BN
v NP
synt. functions su:bj oEj
DA-system D‘Txl DA2
arg-level MARY  PAINT! HOUSE
T 1 )
f-chain CAUSE — GO — TO

In an analysis of causative derivatives, the root verb arguments have an
important role (see the discussion in (1.2)). Therefore, I suggest that in
analysis of derived causative verbs, there is good reason to analyse an
additional intermediate argument level in addition to the DA system between
syntax and lexicon: the ‘morpholexical level’. I thus assume a subsystem of
lexically derived arguments — ‘morphological roles’ — for the analysis of
deverbal verbs in the following terms:

SAD — Subject argument of derived causative verb
SAR — Subject argument of root verb
OAR — Object argument of root verb

Example (6) is a sentence with a CSD, haetuttaa ‘make s.o. fetch’,
derived from the causative base verb hakea ‘to fetch’. The CSD of the
sentence in (7), juoksuttaa ‘make s.o. run’, is an example of the causative
with a non-causative root verb. I have marked the morphoroles above the
sentences.

(6) SAD SAR OAR
Maija haetuttaa Matilla kirjan kirjastosta.

Maija fetch-caus-pres-3sg Matti-ade book-acc library-ela
‘Maija had Matti fetch the book from the library.’
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(7) SAD SAR
Maija Juoksuttaa Matin kauppaan
Maija run-caus-pres-3sg Matti-ace shop-ill

‘Maija had Matti run to theshop.’

The benefit of the morphoroles in argument structure analysis becomes
evident by linking them to the DA system. Consider examples (8) and (9),
explicating two distinct linking configurations: the DA2 argument of CSDs
can be linked to the OAR (8) or SAR (9).

(8) DAL DA2
SAD SAR OAR
Maija  haetuttaa Matilla kirjan kirjastosta.

Maija  fetch-caus-pres-3sg Matti-ade book-ace library-cla
‘Maija had Matti fetch the book from the library.’

(9) DAl DA2
SAD SAR
Maija Juoksuttaa Matin kauppaan
Maija run-caus-pres-3sg Matti-ace shop-ill

‘Maija had Matti run to the shop.’

As a preliminary hypothesis, I assume that the morpholexical DA-linking
of CSDs depends on the syntactic-semantic nature of the root verb. I assume
that depending on the causativity of the root verb, the linking is in default
cases as in (10) or (11). The causative suffix 74 thus adds a new subject to
the argument structure (SAD). The difference between derivatives according
to their root verb causativity finds expression in the linking of the SAR: the
SAR of a CSD derived from a causative root verb (compare with example
(6)) governs an adjunct marked with the adessive case, whereas the SAR of a
CSD derived from a non-causative root verb (compare with example (7)) is
expressed in syntax as an object (DA2).

(10)  Adjunct DA2 DAl (11)  DA2 DALl
i i i i T
SAR OAR SAD SAR SAD
i i i i T

[v [v causative]; ttA]; [v [v non-causative]; ttA];



In the case of morphological causatives, it is justified to describe the DA
system in two tiers for (at least) two reasons. Firstly, in the case of derived
verbs, morpholexical linking allows us to explicate the mapping relations
between syntax and lexicon. Although the derivatives belong to the lexicon,
the syntax of the root verb is significant in the behaviour of the derivatives.
Using morphological roles facilitates differentiation between the arguments
of the root verb and those of the derivation, as it allows us to observe the
status of the arguments of the root verb in the derivative structure. The
second benefit of using the morphoroles is the possibility to describe their
mapping onto the thematic roles (causer, theme, reference object etc.) of the
derivative. The morphoroles thus enable us to keep the roles of different
levels apart; the SAR is expressed as an adessive adjunct in syntax when
appearing as the causer in the CS and as object when assigning the thematic
role theme'?. The discussion in chapter 3 concentrates in particular on the
linking relations between the syntactic and CS levels of the CSDs. The
mapping of the morphoroles onto the thematic roles is also the focus of
chapters 5-6. As a preliminary assumption, the relation of morphoroles to the
DAs of the derivative and its root can be described in the following way:

SAD — Subject argument of derived causative verb
DA1 and DA2 of
OAD — Object argument of derivative derivative

SAR — Subject argument of root verb
DA1 and DA2 of
OAR - Object argument of root verb root verb

Hence, by adding the morpholexical level to the description, we become
aware of the argument structure of the root verb and its influence on the
derivative structure — like the DA-system, the morphorole system also
operates within a lexical item. [ will illustrate the syntactico-lexical linking
system of the CSD maalauttaa ‘make s.o. paint’ using a similar analysis of
the different levels as the analysis of ‘to paint’ in (3). The structure in (12)
reflects the LCS of maalauttaa: the left-most argument is JANE, selected by
the first cause-function and will be DAI. As the argument MARY' is the
implicit adjunct, it cannot assign the DA status, as well as the implicit theme
argument (PAINT") (the nature of implicit arguments is given closer attention
in section 3.1.2 in connection to the adessive adjunct discussion). The next
thematic argument from left to right is the goal HOUSE, selected as DA2.

12 For this reason, the CSDs cannot, for example, be called ‘double-agentive causatives’.
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(12) Jane maalauttaa talon Marylla
Jane paint-caus-pres-3sg house-acc Mary-ade
‘Jane had Mary paint the house.’

1P
constituency NP I
structure /\
I VP
PP v
P NP V NP
synt. functions subj obj
DA-system DTAI D‘TQ
morphoroles SAD SAR OAR
| |
arg-level JANE MARY! PAINT! HOUSE
) T T T
f-chain CAUSE — CAUSE — GO — TO

I expect the analysis of the CSDs in chapters 3-5 to answer the following
questions: What is the status of the SAR and OAR in the derivative structure?
Are there exceptions in the default linking? This is a central theme of the
thesis, as I operate with morphoroles throughout the study.

2.2.3 Architecture of the tiernet model

After the presentation of the basic methodological tools of conceptual
semantics, this section will focus on the tiernet model approach. The status of
the levels discussed in sections 2.2.1-2.2.2 for the present study will be
explained i.e. how the representations are related to each other and what the
relevant components for the research subject are. The tiernet organization of
micromodules based on the formation of Finnish grammar is described in
Nikanne (2002 & 2006) as in Figure 2. The solid lines indicate stronger and
the dashed lines weaker links between the modules. Modules like syntactic
functions, word order, constituency and dependency belong to syntax. Stress,
syllables, timing and melody are modules of phonology. Action functions,
thematic functions, thematic features, action chain, f-chain and modal tier
form parts of conceptual structure. This model differs from the Jackendovian



organization of grammar (see section 2.1 above) in that it treats morphology
as a separate module; this is especially relevant for a language like Finnish as
morphology is an essential part of its grammar. The lexicon, constructions
and morphology components are, in this organization, understood as modules
without primitives and rules of combination of their own; they are part of the
linking system (the units of these modules are built from fragments of other
modules). Hence, the lexicon, constructions and morphology are linking
devices mapping together phonological, syntactic and semantic information.
These components consist of ‘frozen’ links between the tiers and the relations
between the freezes; also, grammaticalization and lexicalization are analysed
as freezes in this model.

word order constituency dependency modal tier
. ‘HM"""--,_H
N e . .
. . action functions
; B
stress syutactic \

functions ——— direct arguments (D As)

(suby, obi) \\\ (DAL, DAY action arguments
=" ({actor, undergoer)
syllables
topic-focus g

THE LEXICON “______1__ thematic arguments

{causer, theme, goal .}

timing CONSTRUCTIONS f-chain
{(=chain of thematic
functions)

melody MOEPHOLOGY —_ ‘

~ thematic features

Figure 2. The micromodules relevant to Finnish grammar (Nikanne 2002 and
2006: 220)

As seen in Figure 2, big modules are divided into smaller units of
phonology, syntax and conceptual structure. The tiernet model differs from
the Jackendovian approach in that it is an open system — different languages
may use different tiers and different linking regularities. The structures and
mappings are kept as simple as possible; the links may also be stronger or
weaker, which brings the approach closer to the connectionist point of view.
The main advantage of the tiernet model is that it facilitates the outlining of
relationships between lexicon, constructions and morphology. Note that the
viewpoint on constructions as a separate module differs from the
Jackendovian approach, in which constructions are considered part of the
lexicon (as is assumed for instance in Jackendoft 1997).
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This study of causative derivatives concentrates primarily on the centre
and right side of the outlining in Figure 2. All of the linking system modules,
the lexicon, constructions and morphology are relevant for the analysis of
CSDs. The causative derivatives are considered in this study as part of
lexicon, sharing certain morphological, syntactic and semantic information;
the interaction between these levels is the central topic. Additionally, the
constructions module is also discussed. Syntax of CSDs is handled through
the argument structure of these verbs and the links to the direct argument
(DA) level. Although I treat CSDs as part of the lexicon, I take into
consideration the effect of the syntax of the base verb on the behaviour of the
derivatives. For a more exact analysis of the linking relation between the
syntactic arguments of the root verb and the arguments of the derivative, I
add a new level to the modular system, the ‘morpholexical linking system’. |
argue that the syntactic behaviour of the CSDs is determined by the links to
the morphorole module. In addition to the linking system, the main focus is
on the conceptual structure. In the analysis of the lexical conceptual structure
of CSDs, central modules are the thematic tier and the action tier levels.
Modules like f-chain and action functions are directly derived from the
lexicon (see Nikanne 1995 & 1998a).

I assume a separate module for aspects related to social dimension, which
is in line with the idea of Jackendoff (1992a) of a social representation in the
organization of conceptual structure (this idea is presented in section 5.1).
Considering the significance of social conceptualization on the semantics of
CSDs, I focus especially on the social dimension. I assume the social
understanding module as an interactive representation built on the conceptual
structure information and connected through its micromodules with lexicon,
constructions and morphology; the social module can thus be regarded as a
linking system module, similar to lexicon, constructions and morphology.
The parts of grammar relevant for this study are presented in Figure 3.
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~=~. social
understanding

action functions

syntactic \ I'.
functions direct arguments (DAs) v
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Figure 3. The modules relevant to the study of causative verbs of social
dominance

This image includes some modules that are not specified in Nikanne’s
outlining of Finnish grammar (compare to Figure 2). An addition is the
temporal tier; part of this study examines the effect of temporal relations on
causation, in chapter 4. The second insertion is the semantic field tier; this
area is discussed in connection with CSD constructions in particular in
chapter 5. Also (privative) semantic features like control, consciousness,
volitionality etc. form part of the description. I have added the morpholexical
level that has not been given the explicit status of independent modules, and
social understanding as a separate module. The central topic of my study is
clarification of the nature of the linking rules between modules relevant to
CSDs. The linking system is also important in the case of the constructions
module: by identifying the regular linking, we can detect cases where the
linking system does not function according to assumptions. The regular
linking means here that the interaction between the subsystems described in
figures 2 and 3 follows general principles, such as argument selection rules'.

The social understanding module is understood as a dimension
characteristic of human social interaction — responsibility, dominance, moral
norms etc. Social dimensions are connected to the conceptual structure
representations like action functions, action arguments, thematic arguments,

3A discussion about the methodological advantages of keeping regular and irregular linking
with a specified linking nature apart can be found in Nikanne 2005.
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thematic features and semantic features. These levels are significant for
construction building; the discussion of the causative constructions in chapter
5 involves modules like action tier, temporal tier, thematic tier, semantic field
tier, thematic and semantic features; these are important links that affect
construction building via lexicon. I argue that the variations in social
conceptualization play a role in the clustering of CSDs and are also a source
of such pragmatic implications as expressing attitudes.

2.3 Material and methods

2.3.1 Structured vs. non-structured language corpora

The goal of this study is to give a formal lexical description of causatives of
social dominance and to examine the morpho-syntactic, semantic and even
pragmatic aspects related to these derivatives. Therefore, it is important to
investigate these verbs in usage in addition to introspective lexical analysis.
Which verbs are most appropriate as the subject of analysis and where do
they occur? As discussed in section 1.2, causative verb derivation is generally
not regarded to be restricted by structural limitations; therefore, the possible
root verb scale of CSDs is large. The discussion on the criteria of curative
causatives explained the shift of perspective that the introduction of the term
‘causative derivatives of social dominance’ implies. The notion of CSD thus
extends the scope of the research subject. The present approach involves
verbs that may satisfy some of the requirements of curative causatives, but
not all, as well as verbs that would be separated by restrictions, such as
Jjonotuttaa ‘make s.0. queue’ (derived from a non-active root verb), kyykyttdic
‘make s.0. squat’ (a denominal causative) or ofteluttaa ‘make s.o. compete’
(derived from an intransitive root verb). Because the aim of this study is to
investigate the encoding of human social relations expressed by #4-
causatives, I consider these verbs as relevant to the analysis. In this section [
discuss the sources of my material in more detail; the verbs selected for the
analysis are presented in the next section (2.3.2).

In addition to the formal account of causatives of social dominance, my
goal is to study the behaviour of these verbs in context. For this purpose, it
has been necessary to clarify the kind of language use in which CSDs appear
and how they can be retrieved from large materials. A CSD represents a
complex combination of morphological, syntactic and semantic features. In
her study of curative causatives, Kytomiki (1989: 71-74) suggests that
because of their compactness, these verbs are a phenomenon of formal
written language, well suited to newspaper headline language. According to
her, the complex synthetic forms do not form part of colloquial language, and
analytical paraphrases are used instead of derivatives in less restricted
informal language use. An example of a periphrastic causative construction is
presented in (1a) and the corresponding morphological causative in (1b):
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(1a) Matti antaa Pekan rakentaa talon
Matti let-pres-3sg Pekka-acc build-infl house-acc
‘Matti makes Pekka build the house.’

(1b) Matti rakennuttaa Pekalla talon
Matti build-cause-pres-3sg Pekka-ade house-acc
‘Matti makes Pekka build the house.’

The language usage data of this study is generally collected from two
sources: the text corpus of written Finnish, the Language Bank of Finland
(Kielipankki)'* and a corpus based on the material I have collected from the
Internet. The Language Bank is the largest electronic corpus on Finnish,
covering approximately 130 million running words, mostly from periodical
texts. On the basis of comparison of the materials extracted from newspaper
text corpora and the online data from various textual sources, I would argue
that the genre estimation of CSDs referred to above does not fully hold.
Using a CSD is without doubt an excellent way of obtaining compact,
felicitous and attention-grabbing headlines, as the examples below show:

(2a) The Prodigy tanssitti jlleen
The prodigy dance-caus-past-3sg again
‘The Prodigy made [the public] dance again.’
(http://www.hs.fi/kulttuuri/konsertti/artikkeli/The+Prodigy-+tanssitti+ j%
C3%A4lleen/HS20091114S11KU04a37, 14.11.2009)

(2b) Poliisi puhallutti jilleen rattijuopon Soinissa
police blow-caus-past-3sg wheel.drinker-acc Soini-ine
‘The police made a drunk driver blow (take a breath test) again in
Soini.” (http://www.jpnews.fi, 17.10.2009)

However, my observations based on authentic data indicate that #4-
causatives corresponding to the prototype structures of CSDs (which are
discussed in section 2.4) also function well in more colloquial language
surroundings. Furthermore, I would argue that these derivatives are an
idiomatic and vital part of the Finnish language, especially in the contexts of
freer and creative language use. This observation is based in particular on the
data collected from websites, such as online conversations. Nor does the

'Y The Language Bank of Finland is a language corpus developed by CSC, the Finnish IT
centre for science (Tieteen tietotekniikan keskus). In my research I have used The Finnish
Language Text Collection (Suomen kielen tekstikokoelma), a selection of electronic research
material that contains written Finnish from the 1990s. I have used www-Lemmie 2.0 as the
web-based tool in the corpus work in the lexical database of the Language Bank of Finland.
The corpus is available via the CSC at the following address:
http://www.csc.fi/english/research/sciences/linguistics/index html.
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structural and semantic complexity of CSDs seem to inhibit the use of these
derivatives in informal, spontaneous language surroundings such as
discussion platforms. In fact, the main reason for turning to Internet material
is that the traditional text corpora do not provide sufficient sources of CSDs.

This argument can be explained using an example of the CSD haetuttaa
‘make s.o. fetch’, a verb that is established as a dictionary entry in the NS.
This CSD returns only 11 hits of all its conjugational forms in the corpus of
the Language Bank. The query of the 3rd person singular form haetuttaa" of
this verb returns 388 hits (searched on all websites on 13 March 2007) on
Google, a search engine for use in finding resources on the World Wide Web,
and 22 hits merely from Google discussion groups. The Google results reveal
extensions of the meaning of haetuttaa, as ‘let seek’ and ‘seek out’ that the
Language bank examples do not include (see section 5.3.4 for a more detailed
discussion). I have also turned in search of CSDs to the Corpus of Finnish
Literary Classics'® with poor results; for instance, queries regarding the verb
haetuttaa did not return any hits in this corpus. The use of Internet data has
thus been necessary to produce a concept of these verbs in authentic
surroundings.

For an illustration of the distributional differences between the language
material sources, consider some examples of the verb kyykyrtdd ‘make s.o.
squat’. In the Language Bank material, it is merely used in texts with politics
as the subject matter, whereas in online material, kyykyrtdd appears in several
other contexts (the settings of this verb are presented in more detail in section
5.2.4.2). The verb kyykyttdd is in frequent use in Internet discussion arenas,
such as Google Groups. There were 336 hits alone with the word form
kyykyttcici (standing for the 3" person singular in the present and the 1%
infinitive form) in all sfnet groups, searched on 8 August 2006. This CSD is
used within different interest groups, for instance by information technology,
sports and motorcycle enthusiasts, or by people discussing their military
experiences. Consider the examples (3a-e) of the verb kyykyrtdd. Example
(3a) is one of the 40 occurences of this verb in the Language Bank,
representing the use of kyykyttdd in political discourse. Examples (2b-e) are
taken from Google Groups discussions. Both (3b) and (3c) are from a
discussion group concerning national defence (maanpuolustus). Example (3d)
is from a group discussing information technology (atk.laitteet) and (3e) is
from a discussion among a motorcycle enthusiast group (harrastus.mp). The
translations of kyykyrtdd are marked with bold typeface; the meaning of this
verb can be identified as ‘snooker, suppress; crush’. Note that example (3¢) is

1° In the case of haetuttaa ‘make s.o. fetch’, the 3™ person singular form in the present is
equivalent to the 1" infinitive form.

'%Corpus of Finnish Literary Classics (Suomalaisen kirjallisuuden klassikoita) is available via
the freely accessible online data service Kaino on the site of the Research Institute for the
Languages of Finland http://www kotus.fi). The corpus consists of works by established
Finnish authors from the 19™ century to the 1930s.
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an exception in that it lacks the causation element: it can be interpreted as
‘being in a particular spatial configuration (squat) while driving a particularly
efficient motorbike’'” among the motorbike enthusiasts.

(3a) Herddkin kysymys, onko aivan tieten tahtoen haluttu kyykyttid niitci
ihmisid, joiden tdrkednd palkkatyond on auttaa todella avun tarpeessa
olevia? (Corpus: demaril998)

‘The question that arises is if the people performing this important
assignment so as to help those that really could do with help are
intentionally being made to squat?’

(3b) Viimeksi Irakissa 1991 ndhtiin, ettd melko kattavakin ilmatorjunta
kyykytetdin nopeasti, jos ilmavoimat eivdit tee mitddn.
(sfnet.keskustelu.maanpuolustus: Ilmavoimat myyntiin. Mar 12005)
‘Last time in Iraq in 1991 it was shown that even quite extensive anti-
aircraft defence can quickly be overcome if the aircraft do not do
anything.’

(3¢) Legendoja kuulin myds vartiontihommissa olevasta téhtialikessusta, joka
kyykytti varusmiesjohtajia (myos kokelaita) siitd, ettd eivdt puhutelleet
héntd "rouva alikersantiksi".

(stnet.keskustelu.maanpuolustus: Varusmies vs. kapiainen. Oct 12 2003)
‘I also heard stories about a star corporal in a guarding job that bossed
the head conscripts (as well as the cadets) around because they did not
address him as “Mrs corporal”.’

(3d) Rinnakkaisporttimalli on hieman hitaampi, mutta tdtdékin pahempi
ongelma on sen aiheuttama kuormitus — rinnakkaisportti-liitintdiset
laitteet kyykyttiviit nopeankin koneen tdysin.

(stnet.atk.laitteet.pc: HP 7200e. Sep 5 1998)

“The parallel portal type is a bit slower, but an even worse problem is
the load it causes — parallel portal accessory appliances totally trash
even a faster machine.’

(3e) Hyvd ja ongelmaton joka paikan peruspydrd, halpa pitdd ja hoitaa mutta
moderneimpiin néhden hieman painavampi (=tukevampi) ja
rauhallisempi. CB sopii sille joka ei jaksa endid kyykyttdd, jolle
seuraaviin valoihin ulvottaminen tuntuu lapselliselta ja jolle tehdas-

"This particular meaning of kyykyttcii “make s.0. squat’ is a term used by motorbike
enthusiasts; according to a personal conversation with members of this group, the joke in (3¢)
lies in the ambiguity of this word in this particular context: by driving a kyykkypydrd in the
squatting position, you can humiliate slower bikers. The word kyykkypydrd [squat.bike] stands
for particularly efficient motorbikes (for instance the Honda CBR90ORR) — as a rule, the
greater the squatting position the bike demands of its driver, the faster it is.
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customien ajoasennon rasittavuus reissussa on kdynyt selville.
(sfnet.harrastus.mp: Kéyttokokemuksia? Jan 30 2002)

‘A good and trouble-free all-terrain basic cycle, cheap to use and take
care of, but a bit sturdier and more stable compared to more modern
cycles. CB suits those who don’t have the patience to squat, who feel
childish about screaming till the next set of lights and who have
discovered the strenuousness of the factory-setting driving position for
themselves.’

My material indicates that a CSD may occur in various genres, which also
confirms the heterogeneity of these verbs from the (con)textual perspective.
However, many of the more occasional CSDs, such as kannatuttaa [carry-
caus-caus] ‘make s.o. carry’, syétdtyttdd [eat-caus-caus-caus] ‘make s.o. eat’
and piirustuttaa [draw-caus] ‘make s.o. draw’, which are part of the material
I retrieved from the Internet, do not occur in the Language Bank at all,
apparently because of the restrictive effect of the text type on the vocabulary.
Because the use of CSDs is not limited to a certain genre, it is justified to
vary the sources of data. By confining myself to Language Bank material
only, the overall picture of the use and semantics for instance of the verb
kyykyttdd ‘make s.o. squat’ would be restricted to ‘put sb at a disadvantage’.
Although traditional text corpora are compiled with the goal of providing a
representative sample of language, in respect to CSDs these corpora seem not
to be representative enough. Hence, even the large text corpora that are
available do not necessarily contain occurrences of all linguistic phenomena
if the text type, genre or topic do not correspond to the distribution of the
research in which the subject appears. Therefore, it makes sense to vary the
textual sources for a more extensive description of these verbs. As a source of
data, both structured and non-structured corpora have their place in language
description.

As a non-structured data source, it is argued that the Internet can, in the
absence of representative corpora of modern colloquial Finnish, be seen as
the best source of contemporary use of language (Nenonen 2007; for the
advantages of the Internet as a corpus in idiom variation study, see Petrova
2010). As a source of written language use, Internet material differs from
traditional text corpora in several aspects. It can be defined as a non-
structured corpus consisting of miscellaneous sources of texts: articles from
newspapers and magazines, threads of discussion groups, blogs, homepages
and so on. In addition to the large range of different text types, the content of
the Internet is dynamic and constantly changing. As Hoffman (2007) points
out, online search results cannot always be reliably replicated, and frequency
counts (for instance in relation to text linguistic categories) are not available.
Due to this, assignment of text types, genres, registers and writing styles as
well as calculation of the frequency of Internet data is a more complex task.
Another problematic issue is the fact that the background of the writer as a



language producer is difficult to label or evaluate: there is no certainty even
of the nationality of the writer in respect to whether they are a native speaker
of the language in question. Also, the standard of the language varies to a
high degree. Structured corpora typically consist of texts produced by
professional writers, which may lead to a situation where a certain writer’s
personal style dominates the material. Naturally, even in traditional written
language there is a variety from informal to formal genres. This variation is
particularly visible on the Internet; additionally, novel genres and language
use appear in particular within dialogic communication.

Generally, there are several ways of restricting heterogeneous material
when working with the Internet for linguistic purposes. One solution is to
develop criteria to filter non-relevant results from relevant ones. A large
amount of material can be limited, for instance, by studying a sample of
returned hits only, which restricts the amount of results so that it is possible
to manually analyse the sample. Then a quantitative analysis can be made.
This is exemplified in sections 5.2.1 and 5.2.4.2; in order to outline a rough
distribution of verb meaning, I analyse the first 100 hits on Google of the
verbs juoksuttaa ‘make s.o. run’ and kyykyttdd ‘make s.o. squat’. Another
possibility is to select a subsection of online texts for a closer examination or
to restrict the material based on temporal criteria etc. This makes it easier to
sort the material, especially if the goal is to carry out statistical assessment.

A subject for consideration related to Internet material is the problem of
frequency. A simple search on Google returns a number of non-parsed hits of
a word. A Google query does not specify the structural or semantic features
of an expression, which leads to low precision of results and irrelevant
tokens. Hence, the researcher must know exactly which linguistic form they
are looking for. What does the number of hits on Google indicate and how
can you relate to it? How significant are Internet frequency numbers? The
term ‘hit’ in Internet searches is to some extent misguiding — sometimes the
example is there but not available or the same example is repeated several
times. The word may also have a form that has equivalents in other
languages. Nevertheless, even the material of a structured corpus like the
Language Bank is not completely problem-free or straightforward. For
instance, from the 40 Language Bank corpus results returning the verb
kyykyttid ‘make s.o. squat’, six are quotations of the same utterance in
different newspapers — so are there 40 results or just 35?7 How do certain
journalists’ idiolects dominate material? Thus, in calculations of both types
of data we need to considerate the factors affecting the linguistic material.

When dealing with online material, we encounter the question of ‘creative
language use’. How many occurrences of a new lexeme should there be
before it ‘exists’, and in which genres? When should a word be included in a
dictionary? Does high frequency equal grammaticality? Due to the
productivity of CSDs, many of them are not found in dictionaries. When it
comes to the curative causatives discussed in the previous section, Finnish
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linguists regard the curative derivation as a nearly conjugation-like process
that does not belong in dictionaries; only the derivatives that are lexicalized
have a dictionary entry (see e.g. Kangasmaa-Minn 1981: 32, Kytomaki
1989). Nevertheless, it may be complicated to assess how established a CSD
is in actual cases.

The crucial question in connection with online data is how to treat Internet
language. Are we dealing with interaction, speech or a collection of texts?
Web genres are not necessarily established in the same way as traditionally
published ones; however, as Crystal (2001: 6-7) emphasizes, the linguistic
essence of Internet situations displays basically the same kind of systematicy
and predictability that is characteristic of the notion of language variety,
being governed by situational factors like speech and writing, regional and
class dialects, occupational genres and creativity, besides the variety of other
styles of expression. Crystal (2001: 24) also points out that the essence of
Internet language lies in its relationship both to spoken and written language
and in the nature of the medium itself (like the limits set by the characters on
the keyboard and the size and configuration of the screen). The constant
change of content is a characterizing feature of Internet material, making it
complex to handle and to restrict unlimited and dynamic material. However,
this feature reflects the changeable nature of language in a straightforward
way, compared to the fixed corpora. Approaching the Internet language
resources as a dynamic language corpus, it enables us to detect the latest
developments as well as test the limits of the language. Internet material can
be regarded as a direct indicator of changes in language, providing for a
detection of the initiators of potential changes and the connections between
analogous cases. For the study of productive phenomena like CSDs, Internet
material provides a simple way to confirm if it is generally possible to
produce a derivative of a verb or if a CSD is undergoing lexicalization
processes. This brings us closer to the concept of language instinct as a
property of an individual and as a social collective phenomenon.

Restriction and processing of online data are obviously ineluctable
because of the extensive nature of the material. In this study, a flexible
approach has been necessary in the compilation of such material. This is due
to the heterogeneous nature of CSDs: their distribution is not fixed to certain
genres or text types; some of them are, for instance, in frequent use within
discussion groups, whereas others are found in highly formal legal-text types.
Therefore, the data source could not be restricted according to text linguistic
criteria only at this stage of analysis; the qualitative selective approach has
been more fruitful in achieving an overview of the CSDs. I have compiled
two data collections from the Internet: one based on the discussion forums of
the Google Groups Finnish Usenet hierarchy sfnet groups and another based
on Google web materials. The former represents a uniform text type on the
Internet; it is a characteristic online genre characterized by colloquialism,
written communication akin to informal speech. However, the language of a



written medium is more controlled than speech, giving the writer time to
reflect on the form of the message. The texts of discussion groups are
typically an interactive chain of messages written on a given topic; the topic
is indicated by the discussion group name. This type of language use can be
classified as ‘asynchronous computer-mediated communication’ (see
Hoffman 2007 and Petrova 2010), because the communication does not
happen simultaneously as, for instance, in chat groups.

The Google web corpus of the occurrences of CSDs is compiled by
picking relevant cases from hits. Some tokens are found by serendipity in
connection with determined results. With some verbs, I have tested if verb X
is in use and in which registers or genres (such as creatively used language or
formal texts). The data is fixed in that the time of the search as well as the
website or discussion topic it is taken from are frozen. In this way, the spatio-
temporal properties of material are determined. The database made of these
verbs is of a selective nature: on the one hand, not all of the results are usable
because of their deficiency (there are clear indications of lapses or the page
has disappeared); on the other hand, if it has been possible to make
generalizations on how a verb is used, I have not collected all of its
occurrences.

The advantage of Internet data for my study is that it reveals the
distribution of CSDs in different spheres of life. It is possible to approach the
verbs from different angles, like the text types and genres they occur in, or
the communicational aspects of these verbs in a dialogue. The spreading of
linguistic properties in the electronic medium can be detected via relatively
simple methods. By collecting data from the Internet, I have noticed that the
occurrence of some derivatives tends to be centred upon certain text types.
Some of them occur e.g. in highly formal texts concerning, for instance, legal
matters. Consider examples (4a-b) with the derivatives avauttaa ‘make s.o.
open’, etsityttdd ‘make s.0. search’ and hyvdksyttdd ‘make s.o. approve’:

(4a) avauttaa [open-caus] ‘make s.o0. open’
etsityttdd [search-cause] ‘make s.o. search’

Ulosottomiehelld on oikeus avauttaa lukkoja ja ovia sekd etsityttdd
huoneita ja sdilytys-paikkoja, jos tdytdintoonpanossa sitd tarvitaan.

‘The distrainer has the right to make [s.0.] open the locks and the doors,
and make [s.0.] search the rooms and the depositories, if it is needed.’
(http://www.finlex.fi/linkit/sd/20030528, searched 22.3.2006)

(4b) hyvdksyttdd [approve-caus] ‘make s.o. approve’

Mahdolliset muutokset projektisuunnitelmaan tai kustannusarvioon tulee
hyviksyttid Tekesilld.
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‘The potential changes in the project plan or cost estimate must be
[made] approved by Tekes.’
(http://www tekes.fi/rahoitus/yritys/yhteishankkeet.html, 3.3.2006)

Making a rough division between formal and informal text types, it is
clear that some verbs can occur in both e.g. the verb efsityttdd ‘make s.o.
search’ is used in example (5) in a spontaneous narration. Note that another
CSD, gjatuttaa ‘make s.o. drive,’ is used in this example:

(5) agjatuttaa [drive-caus-caus] ‘make s.o. drive’
etsityttdid [search-caus-caus| ‘make s.o. search’

Nooniiin. Ajatutin kaveria tunnin verran ympdriinsd kun etsitytin silld
tossa muutaman kilsan pddssd olevaa McDonaldsia. Loytyi se sitten
lopultakin. Ja hyviiltdhdn se hampurilainen maistuikin.

‘Well... Had the guy drive around for about an hour while he looked for
[[ let him search for] the McDonalds a few kilometres away. Finally he
found it. And the hamburger tasted great.’
(http://www.brainalmeltdown.net/cybbis/blog/index. php?blogid=2&
archive=2002-08, 22.3.2006)

On the other hand, the topic that unites the experts or devotees of a branch
also influences the lexical choices and the differentiation of semantics. The
verb kyykyttdd ‘make s.0. squat’ is used in the meaning ‘spatial configuration
when sitting on a certain type of motorcycle’ only among motorcycle
enthusiasts (see example (3¢) above). Hence it is possible to detect potential
hotbeds and networks behind changes in Internet material. It can be argued
that the communicative code system used online reflects the nature of
language; therefore, the Internet, in which it is possible to make simple
searches, can be approached as a source of linguistic data.

The questions that are relevant for my study include the following: how
do CSDs function in speech-like spontaneous language? How do word and
construction meanings form within a group of people with shared interests?
How do new words and meanings arise? The productivity of causative
derivation is unfolding in online language. Consider an example including
three CSDs — a compound CSD, a general CSD and a phrasal CSD:

(6) kyykkyhypyttdd [squat.jump-caus] ‘make s.o. do squats’
punnerruttaa [press-caus] ‘make s.o. do push-ups’
teettdd vatsalihasliikkeitd [do-caus situp-pl-part] ‘make s.o. do sit-ups’

Kari Pappa Johansson kyykkyhypytti, punnerrutti, teetti vastalihas-
liikkeitd. Uudelleen ja uudelleen.



‘Kari Pappa Johansson made (us) do squats, push-ups and sit-ups.
Again and again.’
(http://www.pikadon.fi/index.php?id=48, 22.4.2009)

As a resource for linguistic research, Internet data is beneficial for vetting
the prevalence of linguistic phenomena. The examples are often there in
context, which enables us to check whether the verb in question is being used
as a CSD and also to rule out possible cases of lapses or other irrelevant
cases. The form of the searched phenomenon must be specified, but novel
expressions and words may be detected in connection with the results. I
consider it useful for the present purposes to use different data sources — both
the data collected from the Language Bank and from Internet material. I thus
regard the online material as an (unstructured) text corpus that serves the
purpose of finding CSDs in the contexts in which they are used. As discussed
above, the reasons for this solution are the heterogeneity of the research
subject in terms of their stylistic value and the importance of examining the
use of CSDs in different contexts. In connection to CSDs, the Internet data
enables us to take into account the interpretation patterns and pragmatic links
between the social interaction and the situation expressed by the proposition
(the implicative aspects of CSDs are discussed in particular in section 5.2.6).
By varying the data sources, the CSDs belonging to both formal and
colloquial language can be studied. However, the limits of this study do not
enable an in-depth investigation of the textual aspects of these verbs. The
preliminary observations of the behaviour of CSDs in different (online)
genres is discussed in section 5.4.2; closer textual analysis of CSDs is left for
future research. The notion of context in this study stands for sentential
context (which is examined in connection with syntactic-semantic linking
regularities), situational context (supporting semantic analysis) and the
implicational context (linked to perspective and social interaction).

2.3.2 Verbs selected for examination

The actual verb selection is designed to correspond to the purposes of the
analysis: the examination of the syntactic, semantic and pragmatic properties
of different types of CSDs. Thus, the CSDs selected for syntactic analysis
vary by transitivity value and argument structure (the syntactic analysis in
chapter 3 does not involve corpus material). The relevant semantic properties
of the root verbs are the activity of the main arguments and causativity. A
special group in my study are the verbs encoding motion caused by one’s
own force; other verbs represent different kinds of activity (concrete or
abstract activity directed at another participant or at the actor themselves).
Additionally, I have included CSDs derived from stative roots. An additional
aim in collecting data on CSDs has been to observe them in context. As
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mentioned in the previous section, CSDs are not necessarily found in
dictionaries. Therefore, 1 have sought derivatives by testing them with
different root verbs. One important condition of CSDs included in the
material is simply that they can be found and with a sufficient degree of
occurrence — even if theoretically it is assumed that every root verb is able to
produce a causative derivative, in practice they do not automatically exist in
the corpora (for instance, only one occurrence of varastoittaa ‘make s.o.
store’, derived from varastoida ‘to store’, was found on Google on 15
September 2010).

In what follows, I present the verbs discussed in this study according to
the data source with references to the purpose of the analysis the verbs
undergo. The data I have collected from text corpora can basically be divided
into three groups according to source'®. Firstly, from the Language Bank
corpus I have collected occurrences of seven verbs: the caused theme motion
verb haetuttaa ‘make s.o. fetch’ and six motion verbs (/iikuttaa ‘make s.o.
move’ referring to an unspecified motion):

haetuttaa [fetch-caus] ‘make s.o. fetch’
Jjuoksuttaa [run-caus] ‘make s.o. run’
hyppyyttdd [jump-caus] ‘make s.o. jump’
kyykyttdd [squat-caus] ‘make s.0. squat’
tanssittaa [dance-caus] ‘make s.o. dance’
pyorittdd [spin-caus] ‘make s.o. spin’
liikuttaa [move-caus] ‘make s.0. move’

The second source comprises data from Google Groups discussion
forums. I have collected samples with CSDs from the following topics:
politics, society, law, religion, national defense, conscientious objectors,
economy, language, health, inhabitation, building, music, jokes, children,
human relationships, sex, vegetarians, information technology, games, traffic,
motorcycle enthusiasts, car enthusiasts, boat enthusiasts, bike enthusiasts,
snow sports enthusiasts, pet enthusiasts, hiking enthusiasts, aviation
enthusiasts, astronomy enthusiasts, movie enthusiasts, ice hockey and motor
sports. The verbs included in Google Groups data are the following (one
particular find being the verb kyykytellid ‘make s.o. repeatedly squat’, a
combination of the causative morpheme #74 and the frequentative morpheme
-ele; two verbs also exemplify double causative morpheme derivatives —
syotdttdd |[eat-caus-caus] and leikityttdid [play-caus-caus)):

'8A technical remark on the material of this study: the Google examples are fixed in time in
respect of the data on which they are collected; in connection with the Google Groups and
Language Bank data, I present the appearance time of the examples as fixed in these sources.



kyykytelld [squat-caus-freq] ‘make s.o0. squat’
Jjuoksuttaa [run-caus] ‘make s.0. run’
hyppyyttdd [jump-caus] ‘make s.o. jump’
kyykyttdd [squat-caus] ‘make s.0. squat’
tanssittaa [dance-caus] ‘make s.o. dance’
ryomittdd [crawl-caus] ‘make s.o. crawl’
uittaa [swim-caus] ‘make s.0. swim’

ajattaa [drive-caus] ‘make s.o0. drive’
maksattaa [pay-caus] ‘make s.o. pay’
laulattaa [sing-caus] ‘make s.0. sing’
syottdd [eat-caus] ‘make s.o. eat’

syotdttdd [eat-caus-caus] ‘make s.o0. eat’
leikityttdd [play-caus-caus] ‘make s.o. play’
kirjoituttaa [write-caus] ‘make s.o. write’
pesettdd [wash-caus] ‘make s.0. wash’
silityttdid [iron-caus] ‘make s.o. iron’
hyvdksyttdd [accept-caus] ‘make s.o. accept’
tapattaa [kill-caus] ‘make s.o. have s.o. killed’

The third collection of authentic examples of which I make use in my
study consists of data from the Internet, comprising 118 verbs. Not all of
these verbs are directly discussed in this study; their function has been mainly
to be part of the map-making process of CSDs. Since the goal was to detect
various types of CSDs, the result is a miscellaneous set of verbs, sought and
selected by different criteria: structural (transitive and intransitive root verbs,
verbal and nominal roots and one or two causative morphemes), semantic
(causative and non-causative roots, different types of activity and active or
stative root verbs) and stylistic variation (slang, periodical texts and legal
texts). In chapter 4, the agent properties and temporal relationships of the
CSDs are discussed. The verbs selected from the online corpus of CSDs for
these purposes are the following eight:

otattaa [take-caus] ‘make s.o. take’

keitdttdd [cook-caus] ‘make s.0. cook’

paistattaa [bake-caus] ‘make s.o. bake’

puhalluttaa [blow-caus] ‘breathalyse’

notkistuttaa [become supple-caus] ‘make s.0. become flexible’
haetuttaa [fetch-caus] ‘make s.o. fetch’

pyordilyttdd [cycle-caus] ‘make s.o. cycle’

itkettdd [cry-caus] ‘make s.o. cry’

The verbs discussed in chapter 5 illustrate the idiomatic functions of
CSDs. The constructional analysis is based on variation and observations of
authentic expressions. Some of the CSD constructions appear to have a
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special role in social interaction; therefore, it is important to study them in a
broader context. The motion verbs juoksuttaa ‘make s.o. run’, hyppyyttdi
‘make s.0. jump’ and the denominal CSD kyykyttdd ‘make s.o. squat’ being
found in all three corpus sources can be used in the Power Misuse
Construction (PMC); these verbs have a negative power relation between the
main arguments as a common feature. The social relationship lexicalized in
this construction stems from the salient semantic feature of CSDs, the special
relation between the main arguments where the subject argument induces the
second (animate) argument to perform an action. Other PMC verbs discussed
in chapter 5 comprise derivatives of different motion verbs as well as some
denominal causatives (note that all 16 verbs include a meaning component of
‘boss s.0. around’):

kavelyttid [walk-caus] ‘make s.o. walk’

tanssittaa [dance-caus] ‘make s.o. dance’

pyorittdd [spin-caus] ‘make s.o. spin’

ryomityttdd [crawl-caus-caus] ‘make s.o. crawl’
kontatuttaa [crawl-caus] ‘make s.o. crawl on all fours’
kynittdd [pluck-caus] ‘exploit s.o0.; beat’

poistuttaa [remove-caus] ‘make s.o. exit; move s.o. off/back’
pompottaa [bounce-caus] ‘walk over’

pallottaa [ball-caus] ‘walk over’

penkittdd [bench-caus] ‘make a player sit on the bench’
nakittaa [frank-caus] ‘give s.o. unpleasant tasks’
kepittdd [stick-caus] ‘beat s.0.’

rokittiic “defeat’ (<rokile or rokki)

nokittaa® [peck-caus] ‘beat s.0.”

kampittaa [trip-caus] ‘trip s.o. up’

hoykyttiid® *hammer s.0.”

The other verbs from online data discussed in connection with constructional
CSD patterns are:

syottdd [eat-caus] ‘make s.o. eat, feed s.0.’
syotdttdd [eat-caus-caus] ‘make s.o. eat’

The verb rokittcid is obviously related to the adverbial expression antaa rékkiin “give s.o. a
pasting, thrash’ (NS). The etymology of the noun rékki is, according to the Finnish
etymological dictionary (SKE), the Norwegian word rygg ‘back’ or piiskattava paikka ‘the
place to whip’.

“"The verb nokittaa has, according to the NS, three meanings: 1. knock with a pointed object;
2. taunt, needle; 3. raise the stakes (a term in poker).

2'The verb héykyttdc has no clear root word but is thought to be associated with the expression
antaa hoykynkoykkyd ‘give s.o. a licking’. This verb is explained in the NS as a military slang
word meaning ‘arrange an extra drill or exercise’. The translation of hdykyttdd in KS is
‘hammer’.



syotdtyttdd [eat-caus-caus-caus]| ‘make s.o. eat’
Jjuottaa [drink-caus] ‘make s.o. drink’

Jjuotattaa [drink-caus-caus] ‘make s.o. drink’
Juotatuttaa [drink-caus-caus-caus] ‘make s.o. drink’
kompastuttaa [stumble-caus] ‘make s.o0. stumble’
purettaa [bite-caus] ‘make s.o. bite’

ddnestyttdd [vote-caus] ‘make s.0. vote’

teettdici [do-caus] ‘make s.o. do’

haetuttaa [fetch-caus] ‘make s.o. fetch, bring’
etsityttdd [seek-caus-caus] ‘make s.o. find, seek, look’
vapisuttaa [shudder-caus] ‘make s.0. shudder’
puhalluttaa [blow-caus] ‘blow/puff out’

potkituttaa [kick-caus-caus] ‘make s.o. kick; feel like kicking’
punnerruttaa [press-caus] ‘make s.o. do push-ups’
ajatuttaa [>ajatella: think-caus] ‘make s.o0. think’
ajatuttaa [>ajaa: drive-caus-caus] ‘make s.o. drive’
ajeluttaa [>ajaa: drive-fre-caus] ‘make s.o. drive’
hyppyyttdd [jump-caus] ‘make s.o. jump’

tanssittaa [dance-caus] ‘make s.o. dance’
leikityttdd [play-caus-caus] ‘make s.o. play’
lenkityttdid [jog-cause-cause] ‘make s.o. jog’
tunnistuttaa [recognize-caus] ‘make s.o. recognize’

voimisteluttaa (< voimistella ‘do gymnastics’) ‘make s.o. do

gymnastics’

muistututtaa (< muistuttaa ‘remain’)

katsotuttaa [watch-caus-caus] ‘make s.o. watch’
kuunteluttaa [listen-caus] ‘make s.o. listen’
saatattaa ‘(<saattaa ‘may’)

otattaa [take-caus] ‘make s.o. take’

otatuttaa [take-caus-caus] ‘make s.o. take’

otatella [take-caus-fre] ‘make s.o. take (repeatedly)’
Jjdtdittdd [leave-caus] ‘make s.o. leave’

pdditd raavituttaa [head-part scratch-caus-caus] ‘make s.o0. scratch
their head’

kokeiluttaa [try-caus] ‘make s.o. try’

avauttaa [open-caus] ‘make s.0. open’

etsityttdid [seek-caus-caus] ‘make s.o. find, seek, look’
pesetyttdic [wash-cause-caus] ‘make s.o. wash’
kaivattaa [dig-cause] ‘make s.o. dig’

toteututtaa [execute-caus] ‘make s.o. execute’
vangituttaa [arrest-caus| ‘make s.o. arrest’
kuulusteluttaa [question-caus] ‘make s.o. question’
tuomituttaa [sentence-cause] ‘make s.o. sentence’
itkettdd [cry-caus] ‘make s.o. cry’
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royhtdyttdd [burp-caus] ‘make s.o. burp; burp’

konttauttaa [crawl-caus] ‘make s.o. crawl’

kontatuttaa [crawl-caus-caus] ‘make s.o. crawl’

maksattaa [pay-caus] ‘make s.o0. pay’

kampittaa [trip-caus] ‘trip up’

kynittdd [pluck-caus] ‘exploit; beat’

hassuttaa [funny-caus] ‘fool around; feint’

tylyttdidi [harch-caus] ‘say harshly’

otteluttaa [compete-caus] ‘make s.o. compete (in a match)’
makuuttaa [lie-caus] ‘have oneself lain in bed’

nostatuttaa [lift-caus-caus] ‘make s.o. lift’

vaipotuttaa [diaper-caus-caus] ‘have s.o. put s.0. in a diaper’
pyyhittdd [dust-caus] ‘make s.o0. dust’

teettdici [do-caus] ‘make s.o. do sth’

Some #tA4-causatives of my Google material show an ability to occur in the
Finnish ‘emotive causative frame’ (see section 5.3.1 for a more detailed
discussion of this phenomenon). These are verbs derived with a double or
even triple causative suffix (note that the first four of these also occur as
general CSDs):

syotdtyttdd [eat-caus-caus-caus] ‘make s.o. feel like eating’
Jjuotatuttaa [drink-caus-caus-caus] ‘make s.o. feel like drinking’
leikityttdd [play-caus-caus] ‘make s.o. feel like playing’

katsotuttaa [watch-caus-caus] ‘make s.o. feel like watching’
opituttaa [learn-caus-caus] ‘make s.o. feel like learning’

kyykytyttdd [squat-caus-caus] ‘feel like going into a squat; feel like
oppressing s.0.’

As examples of creative derivation, I present the following compound
CSDs in chapter 5:

kauneusleikkauttaa [cosmetic.surgery-caus] ‘make s.0. initiate
cosmetic surgery on themselves’

salamurhauttaa [secret.murder-caus] ‘make s.o. assassinate s.0.’
pakkosyotdtyttdd  [compulsion.eat-caus-caus-caus] ‘make = s.o.
compulsively eat’

kyykkyhypyttdd [squat.jump-caus] ‘make s.o. do squats’

I also discuss the following six ##4-derivatives used in slang in chapter 5.4.1:
guruttaa [guru-caus| ‘expertise, fix something’

warettaa [Eng. ware-caus] ‘ware’
imuttaa [suck-caus] ‘download’



hypettdd [Eng. hype-caus] ‘hype’
googlettaa [google-caus] ‘do Google searches’
nukettaa [Eng. nuke-cause] ‘kill with a nuclear bomb, radiate’

In connection with the study of the verb kyykyrtddc ‘make s.o. squat’ in
section 5.2.4.2, I analyze a closely related idiom, koyhdt kyykkyyn, meaning
that poor people should understand their position/behave humbly etc. For this
reason | have collected data on this idiom from Google Groups; in the
Language Bank corpus I found only six occurrences of the idiom.

There is also a fourth data source which is used in this study — in addition
to the corpus data, it was necessary to test the intuition of language users. In
order to obtain support for the construal of the argument structure of the
CSDs analyzed, it was necessary to perform a language instinct test on the
sentential alterations discussed in connection with the syntax-semantic
interface analysis of the CSDs in chapter 3. This test is explained in detail in
section 3.1.4. The investigation of the effect of syntactic properties of the
root verb on the derivative structure involves questions as to whether the
adessive adjunct is only possible as part of the argument structure of CSDs
derived from transitive root verbs and if and under what conditions the same
CSD allows us to express the performer of the action both in the adessive and
object cases. Firstly, I have made a selection of verbs for a syntactic test on
the basis of their syntactic properties from transitive root verbs to intransitive
root verb. The verbs selected for the syntactic test are:

ompeluttaa [sew-caus] ‘make s.0. sew’
teettdici [do-caus] ‘make s.o. do’

syotdttdd [eat-caus-caus] ‘make s.o. eat’
laulattaa [sing-caus] ‘make s.o. sing’
Jjuoksuttaa [run-caus] ‘make s.0. run’
Jjonotuttaa [queue-caus] ‘make s.o. queue’

The root verbs of the causatives selected for the syntactic analysis can be
seen as a continuum: ommella ‘to sew’ is a clearly transitive production verb
(Fi. valmistusverbi), tehdd ‘to do’ an abstract action verb (Fi. tekoverbi); the
implicit object verbs syddd ‘to eat’ and laulaa ‘to sing’ belong to the middle
ground between transitive and intransitive verbs; juosta ‘to run’ is a dynamic
intransitive verb; and jonottaa ‘to queue’ a static intransitive verb (the basis
for verb selection is the transitivity-based classification of Pajunen 2001:
283-288). The last verb represents a stative verb group that has a temporal
and not a constant reading. It resembles predicates like ‘sit’, ‘stand’ and ‘lie’
that denote the particular spatial orientation of an object within its location,
as Dowty (1991:560) defines it. The syntactic analysis of these verbs is based
on constructed sentences. The language instinct test involves one verb from
each group: ompeluttaa ‘make s.o. sew’, syotdttdid ‘make s.o0. eat’ and
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Jjonotuttaa ‘make s.0. queue’. By varying the arguments in the sentences, the
limits of well-formed CSD sentence are tested and the differences between
the selected verbs studied. The same verbs also appear in other parts of my
thesis, as my particular interest lies in the linking system between syntax and
semantics, which will be studied through the conceptual structure. The CS
analysis of these verbs is given in section 3.3.

In addition, chapter 3 involves a closer analysis of the verb /leikittdd [play-
caus] ‘make s.o. play’, functioning as an example of flexible syntactic and
semantic interfaces (which is the topic of section 3.5). Using the example of
leikittdid, 1 discuss the argument linking between syntactic and semantic
arguments as well as the well-formed placements of the root verb arguments
in a derivative sentence. Since /eikittdid represents the middle ground in the
transitivity continuum (see the discussion about transitivity in 2.5), I aim to
investigate its adaptable argument structure. Online data serves as support for
the argument structure variation analysis of this verb.

Hence, the verbs selected for actual analysis serve different purposes. For
introspective analysis 1 have chosen verbs according to their argument
structure and other relevant features for the study (type of activity, number of
causative suffices, causative vs. non-causative verbs and control feature). In
the introspective analyses, the following verbs are discussed:

teetdittdd [do-caus-caus] ‘make s.o. do’

kaivauttaa [dig-caus] ‘make s.o. dig’

otatuttaa [take-caus-caus] ‘make s.o. take’

tuotatuttaa [bring-caus-caus-caus] ‘make s.o0. bring’
kavelyttdd [walk-caus] ‘make s.o. walk’

veistdttdd [carve-caus]| ‘make s.o. carve’

heitdttdd [throw-caus] ‘make s.0. throw’

ajattaa [drive-caus] ‘make s.o0. drive’

Jjuoksuttaa [run-caus] ‘make s.o. run’

tanssittaa [dance-caus] *make s.o. dance’

pyordilyttdd [cycle-caus] ‘make s.o. cycle’

pyordilytyttdd [cycle-caus-caus] ‘make s.o. cycle’

otteluttaa [compete-caus] ‘make a player compete or fight (in a
match)’

tapattaa® [kill-caus] ‘make s.o. kill s.0.”

pesettdd [wash-caus] ‘make s.o. wash’

liukastua [slippery-inch] ‘slip’,

hédmmdistyd [?] ‘be astonished’

pelottaa [be frightened-caus] ‘frighten; be frightened by sth’

22 This verb is also supported by an example taken from NS.



Finally, we can ask why CSDs are so frequent in Internet texts. One
explanation is that the traditional corpora are restricted and do not reflect all
language use, such as creative use. Another reason may be that CSDs are
expressive and compact; they convey attitudes that can be added to a
proposition. In addition, I would argue that CSDs represent an idiomatic
linguistic vehicle of expression of Finnish. The verbs I have collected from
the Internet do not give a comprehensive account of CSDs in use, but for the
present purposes it is not necessary to list all possible CSDs. I will focus on
the properties of the selected verbs, which were chosen for different
purposes.

2.4 Prototypes and the lexical analysis

2.4.1 Classical and prototype-based categorization

As discussed briefly in section 1.2, classifying #t4-causatives as a
homogenous lexical class based on morphosyntactic criteria is problematic.
How are CSDs related to each other and how do they capture both the shared
and variable properties of the derivatives? What is the nature of causative
derivatives as a linguistic phenomenon? In this section, I argue for the use of
the notion of ‘prototype’ in the analysis of CSDs from the point of view of
their lexical organization.

Compared to the primary theoretical basis of this study i.e. conceptual
semantics, prototype represents a fundamentally different type of notion than
those conceptual semantics operates with. Traditionally, the nature of
linguistic categories is based on two kinds of traditions: classical
(Aristotelian) categorization and prototype-based categorization. By the
classical categorization definition, the categories have clear-cut boundaries in
the sense that entities are either members of a category or not. Classical
categories are defined in terms of the conjunction of necessary and sufficient
features. Another characteristic aspect of classical categorization is that all of
the members of a category have equal status (Taylor 1989). The grammatical
categories of conceptual semantics can thus be said to represent the classical
approach to categorization, in the organization of grammar the
representations are considered discrete categories and the representations
operate with properties that are binary or privative in nature — a phenomenon
may switch between one position and another (+/-) or may possess or lack a
feature.

In contrast to classical categorization, the boundaries of prototype-based
categories are not expressly definite. Another sign of the prototype-based
category is that the members of a category may have different status; as
Rosch’s (1978) research on the internal structure of categories indicates,
some of the members may be more typical, ‘better’ examples of a category
than others. Rosch’s well-known example on prototypicality is the natural
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category of ‘bird’ — there are differences in how exactly different kinds of
birds correspond to the concept of bird; for instance the swallow is ‘birdier’
than the penguin. Here, it is important to distinguish between ‘degree of
membership’ and ‘degree of representativity’; as Lakoff (1987) points out,
clearly bound concepts (like ‘bird’) may have prototypicality effects within
the concept. It has been shown in psycholexical empirical investigations
especially that the degree of membership in a category is a psychologically
real notion (Rosch 1978 and Labov 1973). Moreover, Rosch (1978) suggests
that prototype effects are involved in different kinds of cognitive activity.
Hence, with prototype-based categorization we can take into account the
blurred nature of category boundaries when based on graded membership in a
category or variations in representativity.

According to Taylor (1989: 54-59), there are basically two kinds of
prototype categorizations within the prototype theory. Firstly, a prototype
stands for the central member or cluster of central members of a category (a
typical instance of a category). The second prototype definition is a more
abstract characterization, embracing a schematic representation of the
conceptual core of a category, which is not understood as a matter of
gradation. In this case, the prototype is not an exemplar of the category but
instantiates the prototype.

Would the linguistic categorization have a use for both types of taxonomy,
classical and prototypical? If we consider, for example, word classes, these
categories exclude each other by definition. In the event that a word’s shape
appears to adopt the properties of both substantive and verb, in a larger unit it
functions either as a verbal or nominal unit. Hence, not all lexical features
reduce to one another but are separate primitives. On the other hand, the
combinations of features cannot be fixed, given the richness and creativeness
of language; the essential aspect of language is how the primitives come
together.

The starting point of this study is the hypothesis that the combinatorial
variation between lexical entries gives us grounds for relationships within
lexically related groups. I argue that it is methodologically useful to operate
with defined categories in order to describe the prototype patterns. Hence the
grammatical categories in my study are seen as classical categories.
Alternatively, I assume that the description of lexical organization, especially
morpholexical complexity, benefits from categorization that takes into
account the variations within the lexical category. As Geeraerts (1989: 589)
points out, the prototype approach provides a model for accounting for the
phenomena related to lexical flexibility such as polysemy of lexical items,
gradedness and fuzziness of category boundaries, clustering of senses etc.
However, if we aim for an explicit definition of the grades in a continuum or
the conceptual core of a category, we need to break the phenomenon down to
smaller constituent parts. Therefore, in order to combine classical and
prototype-based categorization, a solution could be to consider primitive



categories as thematic roles and syntactic/semantic functions as ‘classical’
but the larger combinations like lexical groupings and constructional patterns
in compliance with the prototypical principles. Theories based on the
prototype idea have been criticized for their neglect of any sort of
decompositional analysis (see Geeraerts 1989). The advantage of uniting the
two approaches is that we do not have to abandon compositional analysis: the
variation can be described by means of the components.

In my study, I apply the notion of prototypes in the lexical analysis of
CSDs. I argue that the concept of ‘prototype’ is a useful tool in approaching
these derivatives as independent lexical units and at the same time the
features that are common to these lexemes. In my analysis of CSDs, the
prototype notion stands for the typical conceptual and morphosyntactic
structure of the derivatives. However, as it is the conceptual core in the sense
that we can compare the structures of single verbs against it, we can say that
it represents the abstract type of prototype, the abstract pattern — not a single
verb that represents the verb group. I use prototype templates as a point of
comparison the verbs and constructions can be related to. I assume that the
schematic prototypes represent a more general phenomenon in language than
word formation processes; the patterns describe the organization of lexicon,
and how the single lexemes are attached in clusters. The prototype concept
also provides a reference value in reflecting on the material from language
use. It is useful because we are not forced to specify the ‘core meaning’ of a
word or a construction in cases where it is not sensible to do so.

A significant question is: in what sense is something prototypical? This
concept itself embodies an indication of comparison. In this study, the
prototype is seen as a combination of different features, serving as a template.
By capturing the primitive components of a phenomenon, we can define the
conceptual core of a category. Then different cases can be compared to the
abstract template, and we can detect the typical and non-typical combinations
of the primitives. For the verb analysis in this study, the identification of
prototypes as default structures plays a central role in the discussion of
constructions; the emphasis is on the question: in what respect are the
combinations of primitives reminiscent of the prototype structure, and where
do we find variations?

As a possible approach to the processes behind word formation, the latest
Finnish reference grammar (ISK §147-148) introduces the notion of ‘mould’
(muotti) as an explanation for the regularities and structural-morphological
resemblances behind word formation. Mould, in a sense, appears to be a
description of a prototype embodying a productive rule:

Tallainen johdostyypin edustama sanahahmo toimii samalla muottina, jonka
mukainen sana voi olla muutakin kuin lapindkyvi, kantasanallinen johdos.
Muottiin kuuluu sanavartalon loppu (-/4, -#t4), joka monessa tapauksessa
hahmottuu suffiksiksi, sekd tila vartaloainekselle, jona voi olla leksikaalinen
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vartalo tai muu fonologinen aines, esim. deskriptiivinen &dnijono. Muotti
tarjoaa analogiaan perustuvan sananmuodostus-mallin, jonka perusteella voi
syntyé uusia johdoksia sekd muitakin samanhahmoisia sanoja. Johtaminen
on muotteihin perustuvan sananmuodostuksen sdédnnéllisin laji. (ISK §148)

‘A word shape that a derivative type represents functions at the same time as
a ‘mould’, and a word that matches this mould can even be something other
than a transparent derivative with a base word. The mould comprises the
ending of the word stem (-/4, -#t4-), in many cases taking the shape of a
suffix, as well as a slot for the stem material, which can be a lexical stem or
another phonological substance, for instance a chain of a descriptive speech
sound. The mould provides an analogy-based model for word formation
which can be the basis for the emergence of new derivatives as well as other
words with the same shape. Derivation is the most regular word formation
type based on the moulds’.

The mould is thus understood as a notion capturing the processes in word
formation that are based on analogy, considering the phonological form of a
word. This concept is also applied to constructions where a verb requires a
complement in addition to its core arguments, called a ‘valence mould’ (Fi.
tiydennysmuotti) (see ISK §449), or even to a clause type™ (see ISK §893),
becoming a somewhat diffuse notion. It is not specified when the word
derivation is seen as a mould-based relation and when it is a productive
transformative process; a mould is not used for instance in the description of
curative causatives. The mould notion could serve the same purpose I strive
for in analysing CSDs, but as it is not more explicitly defined, I simply use
the notion of prototype for the general patterns emerging in my analysis. This
solution is also motivated by the importance of keeping the prototype notion
apart from the concept of construction.

2.4.2 Defining CSD prototypes

A theoretical goal of my study is to unify the notion of prototype with
conceptual semantics formalism. Based on the formal description of the
target linguistic phenomenon, the analysis is expected to clarify the kind of
entities that CSDs stand for, and furthermore the kind of relation that exists
between the entities that CSDs represent. In this section I provide a
preliminary description of CSD prototype structures, which are examined
further in connection with the argument structure analysis as well as the

2 In § 893, the Finnish existential clause is seen as a mould, which explains the discerning of
non-existence verbs as existential in cases where the clause begins with the locative and the
word order is VS, as is characteristic of this clause type. The § 464 talks about transitive
moulds, which are equated to resultative moulds; the notion of ‘mould’ may thus be seen as a
concept similar to ‘construction’.



closer semantic analysis in chapters 3-4. The constructionist point of view on
CSDs in chapter 5 also evokes discussions of the status of prototype
structures.

Depending on the LCS of the root verb, the CSDs display crucial
differences in the way they behave both syntactically and semantically. These
differences are observable in the following examples:

(1) Tom korjauttaa Matilla pyordn
Tom repair-caus-pres-3sg Matti-ade bicycle-acc
“Tom makes Matti repair the bike’

TOM MATIT BYCYCLE [UNBROKENT
1 1 t 1
CAUSE — | CAUSE — GO — TO
| NS
Social Physical Characterizing

In example (1), there are two causations in the thematic tier of this conceptual
structure, assigned by the function ‘cause’. The first cause-function selects
the subject argument ‘Tom’ as the causer. The superscript index I of the
second causer ‘Matti’ indicates implicitness i.e. an argument marked with
index I is not linked to the syntactic representation by the LCS of the verb.
Also, the goal argument (‘unbroken’) is in this case implicit (this is not a
common feature of CSDs), indicating the state into which the bicycle is being
transformed. The theme argument ‘bicycle’ (assigned by the function ‘go’) is
undergoing a transition. The communicative connection between the two
causers is described in the social semantic field. The second causation of (1)
is described in the physical semantic field, and the transition of the theme is
described in the characterizing semantic field. The characterizing semantic
field describes, according to Jackendoff (1990: 116-122), the transformation
in shape which the theme referent is undergoing, typically appearing as a
source or goal.

(2) Tom marssittaa Matin kauppaan.
Tom march-caus-pres-3sg Matti-acc shop-ill
‘Tom makes Matti march to the shop’

TOM MATTI SHOP
t t 1
CAUSE | GO — TO
| NS

Social Spatial
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The LCS of sentence (2) includes only one causation; consequently the
second (active) animate argument (MATTI) bears the thematic role theme,
not the causer. The semantic field of causation is also social here; in the core
zones, the semantic field is spatial.

We can conclude so far that there are two different types of CSDs
depending on thematic structure: one with two causations, and the second one
with only one causation in the LCS. The general conceptual structure of these
types can thus be pictured as in (3) and (4), where (3) describes those
derivatives that have causative verbs as a root and (4) stands for those with a
non-causative root. I do not mark the semantic fields of the LCS of the root
verb, because it is not fixed, depending on the LCS of the root verb. The
boxes in (3) and (4) separate the structures of the root verbs from the
structures of the whole derivatives.

(3) The double-causative CSD

[ 1] [ S LCS of the derivative
t t t
CAUSE — | CAUSE — £

Social " LCS of the root verb

(4) The single-causative CSD

[ 1] [ 1 |-~ LCS of the derivative
t 1 il
CAUSE — f2

Social T LCS of the root verb

For a more explicit account, I also link the morpholexical level (the SAD
and SAR) and the DA level to the prototype structures. This gives us an idea
of how the morpholexical arguments are situated in the derivative structure,
and also how the syntactic arguments are linked to the thematic arguments.
The hypothesis at this point is that the two prototype structures behind the
CSDs represent the default cases of regular linking. The prototypes are
presented in (5) and (6) respectively. In prototype 1, the argument of the
second cause-function is linked to the SAR at the morphological level. In
prototype 2, the SAR is linked to the theme argument. Semantically, the
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argument linked to the SAR expresses the same relation in both prototypes —
it is the performer of the action denoted by the root verb.

(5) Prototype 1 of CSD

Dz}] DA2
SAD SAR  OAR_
[ 1] [ : ]I [ ] __ LCS of the derivative
1 1 t
CAUSE —  CAUSE — f2
| L]
Social ""T"LCS of the root verb
(6) Prototype 2 of CSD
DAl DA2

SAD SALR

[ ] [ 1 _L-- LCS of the derivative

Social [~ LCS of the root verb

The preliminary proposal of the CSD prototype structures and the linking
system configurations raises several questions. Does the double-causative
prototype (prototype 1) correspond to the morphosyntactic assumption of
curatives (see section 1.2)? How does the causativity of the root verb impact
on the LCS of the derivative? Does the linking configuration DA2—OAR in
prototype 1 and DA2-SAR in prototype 2 describe a regular correlation? We
will return to these questions regarding the prototypes in chapter 3; the
prototypes as presented here will be analyzed again in section 3.4 after a
thorough argument structure analysis of different types of CSDs. We will see
that the prototypes as presented here are only subtypes of more general
patterns, and that more precise structures can be specified.
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Could the prototype structures presented above be argued to represent
constructional patterns? They stand for fixed linking relations, but in contrast
to constructions, these prototypes do not connect certain meanings to certain
forms but represent properties of the lexicon. Hence the prototypes function
rather as templates representing the conflating factors of CSDs. If a verb’s
LCS matches the structural aspects of the prototype, it can be associated with
other verbs of the prototype — the more common features a verb has with the
template, the more probable it is that it will behave in the same way as the
CSD prototype. Prototypes 1 and 2 are defined according to the result of the
derivation process. A consequence of the definition of CSD prototypes is that
it does not set particular premises on the root verb of a CSD; it is not required
that the root verb be a transitive or causative verb (if the root is not causative,
it corresponds to prototype 2). I argue that since both causativity and
transitivity are non-permanent properties of verbal lexical items, a
classification of derivatives based on these criteria on the root verb does not
lead to a satisfactory result. The reasons for abandoning particular criteria on
the root verbs in my prototype definitions for CSDs are discussed in more
detail in section 2.5.

Is the consequence of defining the properties of the abstract prototype of a
derivative group that a prototype template receives default status? In order to
identify the effect of the prototype on lexical organization, the actual
mappings between different modules and also divergences from the prototype
should be carefully defined. In this study, constructions are defined as
discrepant in relation to the prototype structures; I assume that the prototypes
reflect the productive rules and the variations in linking configurations or the
conceptual structure give grounds for construction-building. This assumption
is in line with the ideas of Nikanne (2002 & 2005) and Poérn (2004),
assuming that there are both regular and irregular cases of linking. What is
the function of the ##4-morpheme? Does it have an independent and invariant
meaning? The discussion about CSD constructions in chapter 5 explicates
how the constructional patterns are connected and related to the prototypes.
This study concerns the principles behind the grouping of verbs and the role
of prototypes and constructions in it, suggesting that constructions determine
the verb groupings, and prototypes determine the lexical behaviour.

2.5 Causation and transitivity

The discussion in this section concerns two central concepts traditionally
related to causative constructions: causation and transitivity. These notions
tend to be definitionally somewhat intertwined in literature; this is also the
case of the Finnish curative causatives, as was shown in section 1.2. Both are
also regarded as fundamental for human cognition and linguistic universals
(see for instance Hopper & Thompson 1980; Tomasello 1999, Shibatani



2002). To begin with, let us outline what the notion of causation is. Firstly,
there is an important distinction between causation in language and in the
‘real” world. Talmy (1976: 47-48) makes a distinction between the term
‘causation’ as used in a semantic analysis of language and the scientific
notion of causation in the physical world so that semantics investigates the
organization of notions in the mind in connection with their expression in
language, whereas an ‘event’ in the physical world relates causally outside of
itself and contains causal relations within it (organization of notions vs.
organization of phenomena). Thus, a causative proposition does not have a
direct correspondence to causation in physical reality but reflects how we
conceptualize a causative situation (see also Langacker 1987 and Pinker
1989). Nevertheless, the understanding of causality precedes language, and
linguistic structuring depends on the physical, social, psychological and
cultural explanation of causal processes (Tomasello 1999).

Causation is generally explained through the notions of ‘activity’ and
‘change’. These are both central in the definition of causation used for
instance in ISK (§463), where it is explained as the activity of an active
causer directed to another entity, which is followed by a change related to the
other entity. Also, Pajunen (2001: 122) emphasizes that the effect of
causation appears as a change of state. The notion of causation thus stands in
close connection to agentivity, involving the (protoroles or) prototypes of
agentivity in the sense of Dowty’s (1991) proposal: there is an active agent
and a patient that undergoes a change. To what extent does the notion of
‘change of state’ involve knowledge of the organization of phenomena, as
Talmy formulates it (see above)? Consider the sentence ‘I held the apples up’
— something is caused in regard to the apples, but how do we define the
change that happens in the patient? Is the change of location considered a
change of state?

A causative proposition can also be described more generally via the
events embodied in it. Shibatani (1976: 1) explains the causative situation by
means of a ‘causing event’ and a ‘caused event’. In their logical structure
analysis of predicates and the semantic relations between them and their
arguments, Foley and van Valin (1984: 38) regard ‘cause’ not as an abstract
predicate but rather a sentential connective that relates the causing event to
the caused event. In such analysis, causation is not treated as a relationship
between an individual and an event, but as a relationship between two events.
There is also an assumption regarding causation that the caused event would
not be able to exist without the causing event (see e.g. Shibatani (1976)) or
‘the person’s action’ (Talmy 1976). This leads to an implicative relation
between the causing event and the effect (‘John forced Tom to run’ — ‘Tom
ran’).

There is no agreement on the question of how to break up the linguistic
notion of causation into subcategories. Talmy (1985: 79) distinguishes
between nine types of causative vs. non-causative events, assuming that the
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range of subtypes a verb incorporates is inconsistent. These types are the
following (as we can see, the verb ‘to break’ incorporates seven of the nine
causation types):

(1) a. Autonomous event (not causative)
The vase broke.
b. Resulting-event causation
The vase broke from a ball hitting it.
c. Causing-event causation
A ball’s hitting it broke the vase.
d. Instrument causation
A ball broke the vase (by hitting it).
e. Author causation (i.e. with the result unintended)
1 broke the vase by hitting it with a ball.
f. Agent causation (i.e. with the result intended)
1 broke the vase by hitting it with a ball.
g. Undergoer situation (not causative)
1 broke my arm when I fell over. (= My arm broke [on me] when I fell
over.)
h. Self-agentive causation
I walked to the shop.
i. Inducive causation (caused agency)
1 sent him to the shop.

Another subject of discussion is the kind of causation that is the most
archetypal. The distinctions are generally based on the properties of the agent
and the patient or the type of activity. Croft (1993: 58) has reduced Talmy’s
causation types to four categories and assumes that the prototypical type of
causation is volitional causation, where the agent acts volitionally in respect
to a physical being (‘break the window”). The other causation types in Croft’s
analysis are physical causation, where a physical being operates in respect to
another physical being (‘the stone broke the window’); inducive causation,
where the agent influences another being by getting it to perform a new
action (‘X made Y throw the stone’); and affective causation, where a
physical entity achieves a change in someone’s mental state (‘The stone hurt
X”). However, not all researchers regard volitional causation as prototypical
causation (see for instance Talmy 1976 and Dowty 1991). On the distinction
between the different types of events, Pajunen (2001: 121) notes that the
process of volitional and inducive causation is more controllable than in the
physical; when it comes to a state, the feature of control is usually entirely
lacking. She (ibid. 42) also suggests that there are more grounds to regard
inducive causation as prototypical causation.

Croft (1993: 59) is among those researchers who apply the notion of the
causal chain of events (see for instance Givon 1974 and Talmy’s 1976 ‘serial



causation’) or causal chain. He explicates the notion of volitional causation
using the linear causal chain, where a person acts physically on an
instrument, which acts physically on an object undergoing a change of state
as a result of the action and affecting the mental state of the benefactive
participant. He argues that the causally prior end of the causal chain
represents the initiator, and assigns the subject in a typologically uniform
case in the simple active voice; the endpoint is assigned the object,
respectively. The causal chain of Croft is presented in (2):

(2) ‘I broke the coconut open for Janet with a hammer’:

I hammer coconut (coconut) (coconut)  Janet
° > © > o > (o) > (o) > ®
Vol Cause Become Broken Aff
SBJ ‘break’ OBJ

However, the order of the linear causal sequence is not straightforward, since
the last segment (the benefactive participant ‘Janet’) has an effect on the
whole as well. One could even argue that without Janet the whole sequence
of events would not happen, and Janet can be interpreted as the reason (or the
inspiration) for this causal chain by instigating Tom to action. Another
problematic aspect is the interpretation of benefactive — we cannot declare,
on the basis of the proposition in (1), what the reaction of the mental state of
the second participant really is, as the linguistic expression does not specify
it. The purpose of the action may be meant as a benefit to Janet, but she is not
necessarily aware of the action; in a suitable context, she could even be angry
that I broke open the coconut. An additional remark on the causal chain in (1)
concerns the assumed object marking: presumably, the argument linked to
the endpoint of the chain is assigned as the object, but actually, in the case of
proposition (1), the endpoint (Janet) does not assign the object but the
adjunct. However, this example shows the complexity related to causative
constructions.

We can conclude so far that in connection with the research subject of this
study, the inducive causation type is central. A CSD event complex typically
involves two in some way active human participants, and the causation is
characterized by social influencing between the participants. However, this
type of causation also involves the notion of volitionality; in Givon’s (1974:
63) words: a state or an event can be accidentally made to come into being,
while one can only deliberately make another person perform an action.
From the point of view of the interactional relationship between the actors,
the semantic feature ‘control’ is also significant. J. Leino (2003: 136-137)
describes the control feature of the permissive construction so that the subject
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referent of the verb antaa’™ “to let’ has the explicit ‘supreme control’ over the

situation described in the infinitive construction (antaa kaverin mennd ‘let
the buddy go’). The special characteristic of the permissive construction is
that the causer has the ability to prevent the situation. How are control
relations manifested in the CSD situation? Is the control position of the SAD
comparable with the analytical permissive construction? In the case of
inducive causation, preventing the occurrence of a situation is not relevant, as
the agent typically strives for its completion. However, an implication of the
idea of supreme control is that the causation can be seen as a hierarchical
relationship instead of the linear causal chain. According to Leino (2003:
136), the questions in the testing of the ultimate controller are the following:
which participant has more control over the situation? Who is responsible for
the execution of the action denoted by the root verb? Is the supreme control
external in respect to the root verb activity? I return to the questions of
control and responsibility in chapters 4 and 5 in particular, as these features
are essential to the semantics of CSDs.

The root verb in a causative derivative seems to have a relatively
independent position, comparable to the infinitive component in the
permissive construction. Based on the example of Finnish morphological
causatives, Nikanne (1998) points out that each actor (or existence of an
action tier) indicates an LCS of a verb. The CSDs thus have two actors in
their LCS, and consequently also two action tier chains, both of them
marking the boundary of a lexical item. Does a configuration with two actors
indicate that the actor of the upper actor chain has the dominant position over
the lower action tier? According to Givon (1974: 63), the control dynamics
between the participants are expressed in grammar so that the object nominal
may assume control only if the subject nominal has no control. As in the
permissive construction, the SAD referent in a causative derivative with two
animate arguments is the ‘explicit outside controller’, not taking part in the
activity denoted by the root verb. Pajunen’s (2001: 146) observation supports
this idea: although the causative morpheme is an additive modification, it
demotes the status of the subject argument of the root verb, because the #-
element in the #A4-morpheme indicates, in the same way as the Finnish
passive marker ¢, that the agent is unknown, unspecified and unimportant. I
return to aspects of dominance in connection with the discussion of the action
tier of the CSDs in chapter 4 and in the CSD constructions in chapter 5.

Based on their form, causative constructions are traditionally divided into
three types: (i) lexical (synthetic); (ii) morphological; and (iii) syntactic
(analytic or periphrastic) (see for instance Shibatani & Pardeshi 2002). Dixon
(2000: 30-31) emphasises the role of the added causer-argument in the event
that a causative is formed by derivation and explains the causative
construction as involving the specification of an additional argument onto a

**The primary meaning of the verb antaa is ‘to give’.



basic clause; this causer refers to someone or something that initiates or
controls the activity. Importantly, these are among the properties also used to
define the syntactic-semantic function of the transitive subject.

The CSD prototypes presented in the previous section could at first sight
be argued to capture the causative derivatives according to the transitivity of
the root verbs. This is how, for instance, Langacker (1991: 256-260) explains
the correlation of causation and transitivity. The matters in this view are
regarded as straightforward when the basic verb of a causative is intransitive:
the predication simply expands from a one- to a two-participant event i.e.
from [A—] to [B ===> [A—]], functioning as a transitive clause in general.
A causative based on a transitive verb then has the following abstract form:
[C ===> [B ===> [A—]]]. Consequently, in Langacker’s view the syntactic
notion of ‘transitivity’ and the semantic concept of ‘causation’ are in fact
equal. This is not unusual within linguistic approaches to verb categorization,
as these categories indeed often correlate; however, there are also cases
where correlation is not present. There are, for instance, verbs that occur with
an object but lack a causal effect (ohittaa ‘to pass’, lukea ‘to read’, leikkidi ‘to
play’, ndhdd ‘to see’, kuulla ‘to hear’, tuntea ‘to know; feel’ etc.). Consider
the following examples; note that in sentences (3c-d) the situation is not
controlled by the subject argument:

(3a) Matti ohitti talon
Matti pass-past-3sg house-acc
‘Matti passed the house.’

(3b) Matti lukee kirjaa
Matti read-pres-3sg book-part
‘Matti reads a book.’

(3¢) Matti néikee puun
Matti see-pres-3sg tree-acc
’Matti sees the tree.’

(3d) Matti tuntee kipua
Matti feel-pres-3sg pain-part
’Matti feels the pain.’

In ISK (§461), the notion of transitivity is given the following definition:
transitive verbs assign an object in addition to the subject and possibly also
an adverbial complement; the prototypical transitive verbs are causative in
their semantic content i.e. they express controlled or controllable action
directed to an entity and causing a change in it, such as production verbs (Fi.
valmistamisverbit) and treatment verbs (Fi. kdsittelyverbit). Intransitive verbs
in turn are defined as one-complement verbs that only assign the subject
(§459). Additionally, intransitive are verbs that can have a subject and
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adverbial complement but no object, like sijaita ‘to be located’ or saapua ‘to
arrive’. Many intransitive verbs are also said to occur with an adverbial
complement, object or both in some valence mould (tdydennysmuotti, see
section 2.4.1). However, the relative nature of verb transitivity is recognized
in ISK by acknowledging that there are many verbs that occur at times with
an object i.e. in a transitive clause, or without an object; some verbs also
occur with a limited type of object. Also, P. Leino (2001) emphasizes the
prototypical nature of verb transitivity — as a category it is not internally
homogenous or clear.

Despite the recognition of transitivity as a relative phenomenon, it is used
in ISK as the basic criterion for classifying causative derivatives. The
division of Finnish morphological causative and curative verbs is stated in
§462 as follows: the derivatives derived from intransitive verbs with the
suffix #4 are causatives; the object of these verbs corresponds to the patient
subject of the root verb, and in addition, an active subject is added (Fi.
tekijcisubjekti): an agent. The verbs derived from transitive root verbs are
curatives; these verbs express both the indirect causer (Fi. teettdjd) and the
performer of the action which the instigator strives for. Hence, two close but
different phenomena are here tightly intertwined; we can even say that these
concepts are used to explain each other.

Transitivity can be described through a complex of features: Hopper and
Thompson (1980) claim that transitivity is a basic relationship in language
reflected in the morphosyntax of all languages. They have divided the notion
of transitivity into ten components which determine the degree of transitivity
in a clause. Thus, transitivity may be seen as a prototypical concept, a
continuum of presence or absence of features. According to Hopper and
Thompson, the aspects that are relevant for the concept of transitivity are the
following:

Component parameters High transitivity Low transitivity

Participants More than one participant ~ One participant

Kinesis Action Non-action

Aspect Telic Atelic

Punctuality Punctual verb Non-punctual verb

Volitionality Volitional Non-volitional

Affirmation Affirmative Negative

Mode Realis Irrealis; other moods

Potency of agent Agent high in potency Agent low in potency

Affectedness of object Object totally affected Object not affected

Individuation of object Object highly indivituated ~ Object not
individuated

Also, ISK (§892 & §926) takes into account the transitivity continuum idea,
emphasizing the role of the object referent regarding the degree to which the



effect of the agent’s activity is realized on the object in an objective sentence.
The conditions of maximal transitivity according to ISK are the following:
the verb is dynamic, the agent +animate, the activity has an endpoint and the
object is affected by the activity. However, it is unclear to what extent verb
semantics can be used as a watertight criterion of transitivity: consider for
instance verbs denoting autolocomotive motion like ‘run’ which express a
dynamic motion, an activity that has an endpoint and encodes an active agent,
but occurs without an object. Importantly, the transitivity parameters of
Hopper and Thompson may just as well be applied to the concept of
causation (recall the discussion earlier about the requirement of an active
agent and a patient undergoing a change of state as well as the causative
event descriptions focusing on the result and participants’ mental state etc.).

A problem with the notion of transitivity is that it stands for different
phenomena depending on the field in which it is handled. Wierzbicka (1996:
410) has summarized definitions of transitivity from different viewpoints.
What she calls a structural definition of transitivity is any two-actant clause
with a nominative (unmarked) subject and an accusative” object. By the
semantic definition, transitivity is described as the effects of an action passed
from agent to patient. However, Wierzbicka emphasizes that it is not justified
to talk of transitive or intransitive actions, since the number of arguments
does not follow on primarily from the number of participants partaking in
events. According to the pragmatic transitive definition, the way in which
speakers conceptualise the event is more relevant for the transitivity of
clauses than directly linguistic aspects.

We can conclude that a verb classification based on both causation types
and transitivity is problematic. Pajunen (2001:120) points out that the
boundaries between causative verb classes are floating, because verbs do not
lexicalize causation types clearly — a verb can express both volitional and
physical causation (having both an agentive and non-agentive reading) or
volitional and inducive reading. We saw above that inducive causation also
includes volitionality, and that a single verb is able to undergo several
causation types. How valid is the classification of verbs as intransitive and
transitive verbs? According to Pajunen (2001: 285), high transitivity
correlates with the accomplishment aspect type and low transitivity with the
activity aspect type. However, a verb can generally occur in both telic and
atelic situations, depending on the sentence type, and further, the referent of
the patient word and the temporal-aspectual nature of the sentence depend on
each other.

In this study, transitivity and causation are seen as categories of different
levels of description. As the discussion above indicates, although transitivity

“The requirement of the accusative object is nevertheless invalid, at least in Finnish, where
there are four object cases: accusative, nominative, genitive and partitive. The Finnish object is
discussed in more detail in section 3.1.1.
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and causativity often occur in parallel, this is not an automatic
correspondence; therefore, there is reason to keep these complex phenomena
apart. The semantic components of transitivity that repeatedly occur within
different research (see for instance the table of Hopper & Thompson 1980
presented above) are analyzed in conceptual semantics on the semantic level.
Causation and the phenomena related to it are divided in the conceptual
semantics approach between different levels of description: dominance
belongs to the action tier level, causation to the thematic tier; the aspectual
nuances are described by thematic features, and some of the agentive
properties (volitionality, responsibility and control) by semantic features. The
types of causation are specified in the semantic fields. Direct and indirect
causation are specified in the temporal tier as well as the temporal relation
between the reason and the effect. Transitivity in this study stands for a
special syntactic relationship between the verb and its arguments.

Causation is defined via a certain thematic relationship: ‘cause’ is a
semantic function denoting that there are a causing event or causer and a
caused event. Nikanne (2005) formalises the internal structure of causation as
in (4):

(4) CAUSER (thematic argument)
1
f3 — SITUATION (f-chain)

An additional remark on causation: in my description of CSD prototypes,
the causativity of the root verb is defined broadly i.e. a causative verb is not
required to be a rz4-derived verb (sometimes this is an assumption in Finnish
linguistic literature, as in the causative-curative classification of ISK
presented above). By ‘causative root verb’ I mean a verb that expresses a
causative event.



3 Syntactico-lexical linking and the argument
structure of CSDs

It was discussed in section 1.2 that there are basically two different
viewpoints on the categorization criteria of curative causatives or the Finnish
ttA-causatives. On the one hand, transitivity of the root verb is considered a
distinctive feature when dividing the curatives and other causatives into
separate groups. The curative verb class is defined as causatives derived from
transitive root verbs and including an adessive adjunct in their argument
structure. The causatives derived from intransitive root verbs are regarded as
basic causatives (ISK (2004: 455-456; 312), Hakulinen & Karlsson (1979:
242)). On the other hand, when the curative causatives are defined according
to semantic criteria (the activity criterion and the non-participation criterion
(see section 1.2)), the transitivity of the root verb becomes irrelevant
(Kytoméki (1978), Pennanen (1984)).

My aim in this chapter is to study the syntactic behaviour of CSDs more
closely and in this way to examine the effect of the transitivity criterion on
the categorization of #4-derivatives as either causative or curative verbs. The
central question is: what kind of restrictions are there in the syntactic
behaviour of deverbal causatives or CSDs in general? The discussion below
is thus a review of the strong syntactic criteria used to constrain the
derivative group of curative causatives. | focus on transitivity-based criteria
and their validity in the classification of the curative verb class. Do these
criteria describe lexical properties or more specific (or general?) rules? The
curative sentence structure is the basis with which the different verbs are
contrasted. I also study how naturally CSDs occur in sentence structures
other than the subject-object-adessive adjunct type, the paradigm sentence
structure of the curatives.

In section 3.1.3 I test the syntactic properties of CSDs derived from
different types of root verbs in different sentential variations. The presence or
absence of the object argument is crucial to the concept of transitivity.
Therefore, before the syntactic test itself, the topic in section 3.1.1 is the
Finnish object. As the characteristic syntactic component of the curative verb
is considered to be the adessive adjunct, the rules that license the adessive
adjunct assignment are discussed in section 3.1.2. The basic idea of the
syntactic test in 3.1.3 is then to study the effect of varied sentential
surroundings on the selected CSDs. To support the conclusions of syntactic
regularities in section 3.1.3 as well as the linking relations between the
conceptual structure and syntactic representation (sections 3.2-3.3), I have
tested language users’ intuition about the sentences in the syntactic test. The
language instinct test is the subject of discussion in section 3.1.4; however,
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the test results also form part of argumentation within the topics mentioned
above.

The argument structure of CSDs is also the topic of the second part of this
chapter. In order to identify the linking regularities between syntactic and
semantic arguments, I examine the mapping between syntax and conceptual
structure including the intermediate morpholexical level in section 3.2. We
will see that the separation of these levels is useful in order to delimit the
mapping relations between them. Section 3.3 is devoted to the conceptual
analysis of the verbs undergoing the syntactic and language instinct tests of
the first part of this chapter. Section 3.5 is a case study of a verb with flexible
argument structure, leikittdc ‘make s.o. play’.

3.1 Syntactic analysis. The transitivity effect of the root
verb on derivatives

3.1.1 Discussion of the Finnish object

The central factor regarding transitivity definitions is the existence of the
phrasal object additional to the subject complement. This section is a brief
overview of the characteristics of the syntactic object in Finnish.

The general semantic description of the prototypical object is ‘the
complement in which the subject referent achieves or tries to achieve a
change of state or place’. Characteristically, the object complement denotes
the target or result of the activity (see for instance ISK §925, P. Leino
1991:37). In Finnish, the verbal object is considered to appear in three or four
cases depending on the treatment of the grammatical cases. According to ISK
(§81), the object can assign all of the structural cases of Finnish: nominative
(ending @ in the singular; -z in plural), genitive (-n; -(d)en, -(t)ten, -in),
partitive (-4, -(1)t4; -A, -(1)4) and accusative (Q; -n, -f). All of these cases are
regarded as grammatical i.e. they encode syntactic functions, not semantic or
lexical. Noticeably, the accusative endings overlap with the nominative
ending © and genitive ending -# in the singular as well as the nominative
ending -7 in the plural. This is a source for different accounts of the object
case assignment within literature. One solution is to unite the accusative case
marking with the genitive and nominative cases as in Vilkuna (1996:83); the
objective cases are then nominative, partitive and genitive. The accusative
case can also be seen as inclusive of the (genitive) -n cases (see Nikanne
2006: 216), in which case the object case marking system includes the
nominative, partitive and accusative. An account distinguishing all four
objective cases (like the abovementioned object description of ISK) considers
the accusative as a case of personal pronouns referring to humans only.

There are syntactic restrictions for the nominative and partitive as object
cases in that the object of an imperative sentence can assign the nominative



91

case and the object of a negative sentence always assigns the partitive case.
Consider example (1) of an imperative predicate and a negation in (2):

(1) Lukekaa kirja!
read-imperative-2pl book-nom
‘Read the book!’

(2) Matti ei lue kirjaa.
Matti neg-3sg read book-part
‘Matti does not read the book.’

According to Vainikka (1993), the accusative case is assigned by the feature
<+completed> in connection with the verbs encoding this feature. Because
there is nothing else that assigns the accusative, and there is no overt suffix
unique to it (except the -7 in the case of personal pronouns), its status is
different from the partitive case. Other structural cases are markers of
specific syntactic positions, like the replacement of the accusative object with
the partitive object when the sentence is negative. Object case marking in
Finnish, except in connection with negation, is influenced by aspectual case
marking. The general practice is to distinguish between a ‘partial object’ (in
the partitive case) and a ‘total object’ (other object cases): the partitive object
indicates that a situation is an unbound unity expressing an incomplete event,
whereas the accusative object marks a completed, bound event (Hakulinen &
Karlsson 1979, P. Leino 1991, Toivainen 1993, ISK §925 and Nikanne
2006). The opposition of partial and total object can be seen in (3):

(3) TOTAL OBJECT PARTIAL OBJECT
Affirmative, telic sentence, Interpreted as a negative sentence,
quantitatively definite object atelic sentence, quantitatively

indefinite object

ISK (§892) suggests that sentences with a partial object are less transitive
than sentences with a total object. This idea stems from the well-known fact
that the case marking of the object and the adverbials in object cases are
central means to express aspectual nuances in Finnish (Hakulinen & Karlsson
1979: 183). According to Pajunen (2001: 285), high transitivity correlates to
the achievement aspect type and low transitivity to the activity aspect type.
Since a verb generally is able to occur in both aspect types in Finnish, for
instance through object case alteration, we can ask how justified the division
of verbs into transitive and intransitive verbs is. Consider sentences (4) and
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(4) Matti lukee kirjan
Matti read-pres-3sg book-acc
‘Matti reads the book (from cover to cover).’

(5) Matti lukee kirjaa
Matti read-pres-3sg book-part
‘Matti is reading the book.’

Since the aspectual case marking is not the central topic but is involved to
some extent in analysis of CSD sentences, I use the division of nominative
and accusative to mark the total object in this study; the partitive is the case
for the partial object.

There are certain adverbials in Finnish which, in addition to the ordinary
object, assign the object cases and show the same case alternations between
the partitive and other object cases that verbal objects do. These adverbials
usually express some kind of amount, like measure, duration, distance and
frequency, and are called ‘adverbials of amount in object cases’ (Fin. objektin
sijainen mddrdn adverbiaali, often abbreviated to ‘osma’) (for adverbials of
amount, see ISK (§972-§973) and Vilkuna (1996: 85)). As ordinary objects,
adverbials of amount also contribute to aspectual case marking in Finnish.
Examples (6a-d) illustrate the different types of adverbials of amount:

(6a) Matti maksoi kirjasta 20 euroa
Matti pay-past-3sg book-ela 20-nom euro-part
‘Matti paid 20 euros for the book.’

(6b) Matti juoksi tunnin ajan
Matti run-past-3sg hour-acc time-acc
‘Matti ran for an hour.’

(6¢) Matti juoksi koko matkan
Matti run-past-3sg whole way-acc
‘Matti ran the whole way.’

(6d) Matti huusi kolme kertaa
Matti yell-past-3sg three-nom time-part
‘Matti yelled three times.’

There is an additional subgroup of objects: ‘cognate objects’. These are
considered to connect to verbs that usually appear without an object and
emerge as stems lexically cognate with the verb (as in the English ‘dance a
dance’); also, the semantic similarity between the verb and the object can be
seen as a criterion of the cognate object (as in the English ‘weawe a fabric’)
(ISK § 929; P. Leino 1991: 37). However, the definition of the concept of the
cognate object seems to be somewhat arguable. On the one hand, the cognate
object fills, both syntactically and semantically, the regular object criteria. On



the other hand, the semantic similarity between the verb and the object is a
diffuse criterion, because the object referent tends to be associated with the
verb meaning®.

Wiik (1972) argues that there is a hierarchy that determines object case
assignment in Finnish, since the language generally avoids the occurrence of
the same case more than once in a sentence. He suggests that the principle
governing assignment is as follows: the nominative case is available for the
subject; if the subject is assigned another case, the nominative case is
available for the object. Maling’s (1993: 60) account also takes adverbials of
amount into consideration. She argues that there are differences within
adverbials of amount in their objective qualities, the measure phrases being
most object-like, followed by duration (DUR) and frequency phrases
(FREQ). The case hierarchy and distribution of the nominative and
accusative cases and syntactic functions can be seen in (7):

(7) SUBJ > OBJ > MEASURE > DUR > FREQ

Finnish thus enables users to vary sentences using different types of objects
in the sense that even if there is no typical object available, an adverbial of
amount, for example, can take its place and functions.

3.1.2 Adessive adjunct and argument fusion

According to Nikanne (1997: 342-343), adjunct constructions can generally
be divided into two types: ‘fill-in adjuncts’ and ‘add-on adjuncts’. Fill-in
adjuncts express an argument that is lexically marked as implicit. These are
not syntactic arguments, but are linked to a verb’s semantic argument by an
argument construction. Add-on adjuncts in turn are not part of the core
sentence, but instead add something to its meaning. The argument structure
of CSDs (see the prototype 1 structure in section 2.4.2) includes a conceptual
argument that does not have to be expressed syntactically in order to be well-
formed. This implicit adjunct, morphologically marked with the adessive
case, expresses the actor and performer of the action denoted by the root
verb. The adessive adjunct is linked to the SAR at the morpholexical level.
The implicit agent of CSDs can thus be classified as a fill-in-adjunct. Siro
(1996: 175) explains the transfer of an agent to an oblique constituent as
licensed by the rule of Finnish: the syntactic object and agent cannot be

For instance Siro’s (1975:58) definition of the cognate object (Fin. siscllonobjekti) is that an
otherwise intransitive verb’s object represents the same concept as the verb itself.
Nevertheless, the entity an object refers to is quite often related to the verb’s meaning; thus it
is unclear where the limits between a ‘proper’ object and cognate object fall (‘build a house’,
‘sew a dress’, ‘write a letter/note’, ‘dance a dance/waltz’ etc.).
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identical on the surface level; if an agent cannot be expressed in syntax as a
subject or an object, it can be transferred to the adessive oblique position.

The Finnish adessive case is marked by the ending -//4 and is considered
to be one of the external locative cases. The basic meaning of the adessive is
thus the locative ‘at’ or ‘on’ (Kirja on pdydd-Ild ‘The book is on the table’).
The adessive case is also used to express instrumentality and manner in
Finnish. The instrumental adessive phrase can be mapped to the theme
argument in the CS, which is licensed by the ‘adessive rule’ articulated in
Nikanne (1990: 141)*: if there is an implicit theme argument in the lexical
entry of a verb, the adessive NP can be fused with it. Example (1) illustrates
this rule: the implicit theme of the verb voidella ‘to butter’ i.e. ‘butter’ is
fused with ‘margarine’ (the implicit argument treatment in conceptual
semantics is also discussed in 2.2.1 and 2.2.2).

(1) Matti, voitelee, leivin, margariinillas
Matti butter-pres-3sg bread-acc margariini-ade
’Matti butters the bread with margarine.’

MATTI; MARGARINE;. BREAD.
1 1 1
CAUSE;, — GO — TO:

The adessive rule presented above concerns adjuncts fused to zone 2
arguments. The adessive adjunct encoding the performer of the action in
connection with CSDs is mapped to an implicit argument of the second
cause-function. Consider a CSD sentence expressing the adessive adjunct in

2):

(2) Opettaja, luetuttaa, Matilla; kirjan,
teacher read-caus-pres-3sg Matti-ade book-acc
‘The teacher makes Matti read the book.’

TEACHER; MATTI! BOOK:
1 ) 1

CAUSE;, — CAUSE: — ({2,

Hence the adessive adjunct can even be mapped to a zone 3 function if it has
the value of an agent. Nikanne (1990: 149) generalizes the assignment of the
adessive adjunct in the following rule, where Z stands for zone:

" As Nikanne points out, the Finnish adessive rule corresponds to the with-theme rule in
Jackendoff (1990).



“If V has one or more implicit theta-arguments (Z > 1) and a lexicalized goal-
path function, then [\»V ... [pp [pr ADE [NP]]]] may correspond to a structure
where the interpretation of the NP is fused with one of the implicit theta
arguments.”

The Finnish adessive adjunct rule can thus be encapsulated in the following
structure:

(3) ( X, + ADE
L1
)
L1

3.1.3 Test of the syntactic behaviour of CSDs

In this section I focus in particular on the influence of the argument structure
of the root verb on the characteristics of the derivative and the syntactic
behaviour of CSDs. What are the actual differences between CSDs with
varied root verb properties, and what generalizations can we make? How do
CSDs adapt to different sentence surroundings? The central means in
examining the root verb’s effect on the derivative is the morpholexical level
and morphological roles introduced in section 2.2.2. The questions relevant
to the syntactic study of #z4-causatives are the following:

- Is the adessive adjunct SAR only possible in connection with
causatives derived from transitive root verbs?

- Can the SAR be expressed with both the adessive and object cases by
the same CSD?

- When is the SAR expressed in object cases? Is there a difference
regarding partial vs. total object alternation of the SAR in object
cases in a CSD sentence?

- What is the role of the OAR in a CSD sentence?

- How does the alteration of sentential surroundings affect the lexical
argument structure of CSDs? What does it tell us about the lexical
representation of a verb?

To explicate the effect of the root verb argument structure I test six CSDs
in different sentential surroundings. The CSDs in the test are the following:
ompeluttaa ‘make s.0. sew’ (1), feettdd ‘make s.0. do’ (2), sydtdttdd ‘make
s.0. eat’ (3), laulattaa ‘make s.0. sing’ (4), juoksuttaa ‘make s.o. run’ (5) and
Jjonotuttaa ‘make s.o. queue’ (6) (see the syntactic test of six CSDs p. 106-
107). The grounds for my verb selection are provided by the Finnish verb
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division of Pajunen (2001: 283-288, tables 33 and 34). This verb
classification strives for an outline based on the primary argument places and
the semantic properties of the arguments. The aim of her classification is to
show how semantic transitivity correlates with the verb complement types
and semantic characteristics of the Finnish verbs. The basis of the analysis is
that the semantic properties of the participants are defined; this approach is
thus comparable with the graded transitivity concept of Hopper and
Thompson (1980) (compare to the transitivity component parameters in
section 2.5). The selected causative derivatives represent verbs with varied
transitivity value. Note that according to Pajunen’s Table 33, which
categorises transitive verbs with two or three argument places like tappaa ‘to
kill’ and rikkoa ‘to break’, CSDs derived from the most transitive verbs are
not included in this test because they are highly lexicalised and behave rather
idiosyncratically. I analyse the verb fapattaa ‘make s.o. kill’ as a special case
in section 5.3.3. I have also left out the the experience verbs (ajatella ‘to
think’, tuntea ‘to feel’), part-whole verbs (koskettaa ‘to touch’, lyddd ‘to
hit’), transaction verbs (antaa ‘to give’, kuljettaa ‘to ferry’) and
location/instrumental verbs (haravoida ‘to rake’, siivota ‘to clean’) from
Pajunen’s Table 33.

The root verbs of the causatives in the test follow the transitivity scale
starting from high transitive verbs to low transitive verbs. The root verb of
the first CSD in my test, ommella ‘to sew’, belongs to the high transitive verb
group according to Pajunen’s classification. It is a ‘production verb’ (Fin.
valmistusverbi) with a strong agent as the actor-argument (the SAR), and an
‘affected’ patient (theme) as the second argument (the OAR). The patient is
the result of the activity; it would not exist without the action denoted by the
root verb. The second CSD, teettdc ‘make s.0. Do’, was chosen because of
the strong transitivity degree of its root verb and because it is a frequent
curative verb — it can even be seen as a hyperonym of the curatives because
of its generic character (in the meaning ‘obtain a service from somebody’).
The object referent of the root verb tehdd ‘to do, make’ has a relatively wide
denotation, and the agent-patient characteristics are similar to ommella ‘to
sew’.

The root verb of the third CSD, syddd ‘to eat’, is characterised by a strong
agent, but the patient (theme) is implicit. This verb expresses activity, and
sometimes also a change. The root of the next verb, /aulaa ‘to sing’, has
similar characteristics to syodd, with the difference that the patient does not
undergo a change. The root of the fifth verb, juosta ‘to run’, is classified in
Pajunen’s Table 34 (which only includes verbs with one complement) as a
motion verb denoting fixed motion (Fin. kiinted liike). Juosta represents
verbs expressing motion caused by one’s own force. As the root verb of the
last CSD in the test, I have chosen jonottaa ‘to queue’. This is also a single-
complement verb, but in contrast to juosta it denotes a static situation, not



activity’® (for the characteristics of selected verbs, see Pajunen 2001: 283-
288.) Altogether, three of the six root verbs of the selected CSDs — ommella
‘to sew’, tehdd ‘to do’ and jonottaa ‘to queue’ — are not taken directly from
Pajunen’s tables, but the verb characteristics are considered to correspond to
the requirements of this classification.

The six CSD verbs in my test can be subcategorised further into three
groups. The first two verbs, ompeluttaa ‘make s.o. sew’ and teettdd ‘make
s.0. Do’, are both derived from highly transitive roots and can be classified as
production verbs, with the difference being that the denotation of the object
referent of ompeluttaa is more restrictively specified than that of teettdd;
‘make s.0. do’ is a general ‘outsourcing’ verb with a large extension. The
second group represents causatives derived from verbs with an implicit
theme, syotdttid ‘make s.o. eat’ and /aulattaa ‘make s.o. sing’. Note that
syotdgttid includes two ttA-morphemes; the derivative form sydttdcd has
generally lexicalised in the meaning of ‘to feed’. The third group comprises
verbs with single-argument roots. I refer to these groups as ‘high transitivity
verbs’, ‘medium transitivity verbs’ and ‘low transitivity verbs®’.

The morpholexical terms SAR (subject argument of root verb), SAD
(subject argument of derived causative verb) and OAR (object argument of
root verb) are used in the analysis below to distinguish between the argument
level of the root verb and the derivative level. An additional term is also
needed: OAD (object argument of derivative), standing for an object less
tightly connected to the verb. The selected verbs arebe tested in 6 different
sentential surroundings. The sentence structures are constructed as follows:

a) The a-sentences are ‘complete’ curative sentences with a subject, object
and adessive adjunct, where the SAR is the adessive adjunct (SARade)
and the OAR or the OAD is the object in both the partitive and
accusative cases, €.g.:

Matti haetuttaa Pekalla kirjan/kirjaa.
Matti fetch-caus-pres-3sg Pekka-ade book-acc/-part
‘Matti makes Pekka fetch the book.’

b) The b-sentences lack the adessive adjunct; the SAR is not expressed
syntactically. The OAR or the OAD is expressed if the base verb can
have an object argument. If not, a semantically/syntactically suitable
modifier in the object cases is used, e.g:

Matti haetuttaa kirjan/kirjaa.
Matti fetch-caus-pres-3sg book-acc/-part
‘Matti makes [s.o.] fetch the book.’

*Note that despite the ffa-suffix, the verb jonottaa is not causative.
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¢) In the c-sentences, the SAR is expressed in the partitive case (SARpart);
the partial object makes the whole sentence atelic. The OAR or the OAD
is not expressed, e.g.:
Matti haetuttaa Pekkaa.
Matti fetch-caus-pres-3sg Pekka-part
‘Matti makes Pekka fetch.’

d) The SAR is expressed as the adessive adjunct (SARade) and the OAR or
the OAD is not expressed, e.g.:
Matti haetuttaa Pekalla.
Matti fetch-caus-pres-3sg Pekka-ade
‘Matti makes Pekka fetch [s.t.].’

e) The e-sentences are resultative constructions with the SAR as the
accusative object (SARacc). The result is expressed using a translative
or illative adjunct, e.g.:
Matti haetuttaa Pekkan viisyneeksi.
Matti fetch-caus-pres-3sg Pekka-acc tired-tra
‘Matti tires Pekka out fetching.’

f) Finally, the f-sentences include the SAR in the accusative case
(SARacc); it is the total object and makes the sentence telic. The OAR
or the OAD is not expressed, e.g:.
Matti haetuttaa Pekkan.
Matti fetch-caus-pres-3sg Pekka-acc
‘Matti makes Pekka fetch.’

The morphoroles and their case markings in the test sentences can be seen
as the following structures:

a) [SAD, OAR/OAD, SARade]

b) [SAD, OAR/OAD]

¢) [SAD, SARpart]

d) [SAD, SARade]

e) [SAD, SARacc, RESADIJtra/ill]
f) [SAD, SARacc]

The alternation of sentential constituents and their case markings is
designated so as to establish the syntactic structure of the selected verbs. The
c- and f-sentences differ only in the case marking of the SAR in the object
position (the partitive in c-sentences and the accusative in f-sentences) with
the purpose of determining whether there are differences between the SAR’s
appearance as partial and total objects. The case alternation of OAR is not the
focus here; thus the sentences that have an OAR are marked with both the



accusative and partitive cases in the test. The resultative construction (e-
sentences) adds a modifier to the sentence; it is chosen to additionally affect
the syntactic environment and to test the flexibility of these verbs’ argument
structure. The resultative sentence type expresses the accomplishment term in
Vendler’s (1967) terms. Resultativity in Finnish is expressed by a resultative
verb stem, the accusative object case, by a certain verbal derivative suffix or
syntactically by means of the resultative construction (Pajunen 2001: 154).
As ISK (2004: 154) points out, the resultative construction modifies the
sentence, so it becomes more transitive by assuring the accomplishment of
the effect on the patient; generally, a high transitivity verb in Finnish changes
the aspect type by means of object cases, whereas a low transitivity verb can
in addition be used in the resultative construction.

The selected verbs in six different sentential surroundings are presented in
(1)-(6). Note that two argument referents are constant in respect to their
morphorole linking through the sentences: Matti = SAD and Pekka = SAR.
The OAR referents vary in order to conform to the meaning of the verbs and
to modify the aspectual meaning of the sentences. The distinction between
ungrammatical and grammatical sentences in (1)-(6) is not an unambiguous
matter. The sentences marked with (#) do not indicate that the sentences are
completely unacceptable; the unmarked sentences are correct in the sense that
we do not need to know more about the context, whereas the marked
sentences are only acceptable in certain situations.

Syntactic test of six CSDs
I High transitivity verbs

(1) ompeluttaa ‘make s.o. sew’: ompele + ttA [sew-caus]

a. Matti ompeluttaa Pekalla Matti sew-caus-3sg Pekka-ade
puvun/pukua. dress-acc/-part

b. Matti ompeluttaa puvun/pukua. Matti sew-caus-3sg dress-acc/-part

c. #Matti ompeluttaa Pekkaa. Matti sew-caus-3sg Pekka-part

d. #Matti ompeluttaa Pekalla. Matti sew-caus-3sg Pekka-ade

e. #Matti ompeluttaa Pekan Matti sew-caus-3sg Pekka-acc
komeaksi. handsome-tra

f. #Matti ompeluttaa Pekan. Matti sew-caus-3sg Pekka-acc

(2) teettdid ‘make s.0. do’: teke + ttA [do-caus]

a. Matti teettdd Pekalla talon/taloa Matti do-caus-3sg Pekka-ade
house-acc/-part

b. Matti teettdd talon/taloa. Matti do-caus-3sg house-acc/-part

c. #Matti teettdd Pekkaa Matti do-caus-3sg Pekka-part

d. #Matti teettdd Pekalla. Matti do-caus-3sg Pekka-ade

e. #Matti teettdd Pekan aikuiseksi. Matti do-caus-3sg Pekka-acc adult-tra

f. #Matti teettdd Pekan. Matti do-caus-3sg Pekka-acc
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II Medium transitivity verbs

(3) syotdttdd ‘make s.0. eat’: syottd + ttA [eat-caus-caus]

a. Matti syotattdad Pekalla Matti eat-caus-3sg Pekka-ade porridge-
puuron/puuroa. acc/-part

b. Matti sy6téttdd puuron/puuroa. Matti eat-caus-3sg porridge-acc/-part

c. Matti syotattidd Pekkaa. Matti eat-caus-3sg Pekka-part

d. #Matti syotittda Pekalla. Matti eat-caus-3sg Pekka-ade

e. Matti syotattdad Pekan kylldiseksi. Matti eat-caus-3sg Pekka-acc full-tra

f. Matti syotittdd Pekan. Matti eat-caus-3sg Pekka-acc

(4) laulattaa ‘make s.o. sing’: laula + ttA [sing-caus]
a. Matti laulattaa Pekalla joululaulun/ Matti sing-caus-3sg Pekka-ade

joululaulua. Christmas.carol-acc/Christmas.carol-
part
b. Matti laulattaa joululaulun/ Matti sing-caus-3sg Christmas carol-
joululaulua acc/Christmas carol-part
c. Matti laulattaa Pekkaa. Matti sing-caus-3sg Pekka-part
d. #Matti laulattaa Pekalla. Matti sing-caus-3sg Pekka-ade
e. #Matti laulattaa Pekan iloiseksi. Matti sing-caus-3sg Pekka-acc glad-tra
f. Matti laulattaa Pekan. Matti sing-caus-3sg Pekka-acc

III Low transitivity verbs

(5) juoksuttaa ‘make s.o. run’ juokse + ttA [run-caus]

a. Matti juoksuttaa Pekalla lenkin/ Matti run-caus-3sg Pekka-ade
lenkkid turn-acc/ -part

b. #Matti juoksuttaa lenkin/lenkkié. Matti run-caus-3sg turn-acc/-part

c. Matti juoksuttaa Pekkaa. Matti run-caus-3sg Pekka-part

d. #Matti juoksuttaa Pekalla. Matti run-caus-3sg Pekka-ade

e. Matti juoksuttaa Pekan kaupunkiin/ Matti run-caus-3sg Pekka-acc city-ill/
uuvuksiin exhausted-ill

f. #Matti juoksuttaa Pekan. Matti run-caus-3sg Pekka-acc

(6) jonotuttaa ‘make s.o. queue’ jonotta + ttA (queue-CAUS)

a. #Matti jonotuttaa Pekalla tunnin/ Matti queue-caus-3sg Pekka-ade
*tuntia. hour-acc
b. Matti jonotuttaa tunnin. Matti queue-caus-3sg hour-acc
c. Matti jonotuttaa Pekkaa. Matti queue-caus-3sg Pekka-part
d. #Matti jonotuttaa Pekalla. Matti queue-caus-3sg Pekka-ade
e. Matti jonotuttaa Pekan uuvuksiin. Matti queue-caus-3sg Pekka-acc
exhausted-ill
f. #Matti jonotuttaa Pekan. Matti queue-caus-3sg Pekka-acc

We can say that the sentences presented in the syntactic test represent
clear cases and less clear cases; the clear cases, of course, are not impugned
by the unclear cases (as argued in Itkonen 2006). The difference between
these two types is that a clear case indicates a case marking that does not



require special stipulation, while an unclear case indicates a proposition that
requires additional contextual information. The #-sentences cannot be
labelled as impossible or bad — language is adaptable to even incoherent and
unexplainable situations in a suitable context (as for instance in fairytales).
For instance, sentences (lc, le and 1f) seem odd at first glance, but in a
situation where Matti somehow directed/referred Pekka to plastic surgery to
get his nose sewn back in the right place after an accident, these sentences
would be adequate. Sentence (1d) would be acceptable if someone
emphasized that it was not Tom that sewed the suit but Pekka. Sentences (2c,
e and f) describe a more unlikely situation (for instance Matti teettiiii Pekkaa
‘Matti is having Pekka done’ (2c)). At first it might be associated with a
science fiction-like cloning situation or a Frankestein situation. Also, (3f)
Matti syotdttdd Pekan ‘Matti makes Pekka eat’ could be associated with a
situation where Pekka is a hospital patient unable to eat by himself and Matti
has the express responsibility of feeding Pekka. Sentences (4d and 4f) with
laulattaa ‘make s.o. sing’ could be used in an educational situation — for
instance, a choir conductor could be in the habit of having new members sing
a Christmas carol as a test.

What does the syntactic test reveal about syntactic variation and the
placement of root verb arguments? With regard to their clearness in different
sentence types, there are variations among CSDs. A certain pattern can be
traced in their behaviour depending on the transitivity grade of the root verbs
of the tested verbs. Since the test sentences are not divided into grammatical
and non-grammatical, I treat these patterns as tendencies. According to the
examples above, the following inferences can be made based on the
behaviour of different kinds of CSDs:

I: The assignment of the SAR in object cases is restricted. The SAR of the
causatives in the high transitivity group (verbs (1) and (2)) does not
naturally occur in object cases but only in the adessive case. Object cases
are, by default, the cases reserved for the OAR. Vice versa, an argument in an
object case is interpreted as the OAR, not the SAR (see Ic, 2c, but 3c) unless
the context implies otherwise.

II: The CSDs of the medium and weak transitivity group can have the SAR
in the adessive case or in object cases (see 4a, 4c, 4e and S5a, 5c and 5e). But
there is a restriction — the SAR can only occur in the adessive when a
complement in the object case is present in the argument structure of the
CSD (compare the a-sentences to the d-sentences). The generalization we can
make is that if the OAR or another element in the object position (the OAD)
is syntactically expressed, the SAR can be in the adessive.
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III: The SAR is expected to be expressed syntactically in the default case
with derivatives that have intransitive root verbs without implicit themes (to
dance a dance, to sing a song) in their structure; the SAR of derivatives with
transitive root verbs is optional (see 5b and 6b, compared to 4b)*. Thus, the
SAR has a syntactically higher position in causatives that have intransitive
roots by assigning object cases. The OAR of a transitive root is higher ranked
than the SAR, and maintains the object position even after the derivation
process; the root verb brings the OAR to the derivative.

In general, verbs regarded as high transitives and low transitives derived
as CSDs are most restricted in their ability to adapt different sentential
surroundings. The second group with medium transitivity verbs
(syotdttdd/laulattaa) in turn displays the highest flexibility in syntactic
behaviour.

Comparing all of the a-sentences, we can see that the curative construction
is acceptable with almost all of the verbs in the test — an adessive adjunct and
an object or a provisory object function well together in different types of
CSDs. Only (6a), the full ‘curative’ sentence with the low transitivity CSD
jonotuttaa ‘make s.o. queue’, is somewhat out of the ordinary. In a context
where Matti has Pekka queue for some of the time in a long queue, the
adverbial time-expression takes the object’s place, but a more information-
bearing object seems to be needed here.

The b-sentences that lack the SAR are most natural in the case of high
transitivity verbs, but medium transitivity verbs also seem to adapt this
sentence type well. Low transitivity verbs do not automatically function well
in this argument structure, but require an overt SAR. High transitivity verbs
in turn do not adapt atelic c-sentences naturally; the SAR cannot take the
object place without an explanatory context. The weak transitivity CSDs
function well in a c-sentence i.e. in a sentence where the SAR assigns the
partitive object. All of the tested verbs are marked as unclear in the d-
sentences — the SARade without a filled object place is not a very natural
sentence without a special context. This is a consequence of the fact that a
CSD itself is highly transitive and requires a linguistic element as object
place filler.

The e-sentences are resultative constructions with a result in either the
translative or the illative case. The verbs in the high transitivity group do not
naturally adapt the resultative construction with the SAR as the object (see
(le) and (2¢))*. The low transitivity verbs (5¢) and (6¢) adapt the resultative
construction well, as does sydtdttdcd ‘make s.o0. eat’ in the medium transitivity
group (3e). Note that the result in the translative case seems to be more

PSentence (5b) is quite clear if the SAR is understood in a generic sense.

39 Comparing for instance (1¢) to the sentence where the OAR (puku ‘dress’) is the resultative
object (Matti ompeluttaa puvun komeaksi [Matti sew-caus-3sg dress-acc handsome-tra])
instead of the SAR (Pekka), this is quite a natural sentence.



characteristic of the first two groups ((1)-(4)), whereas in the last group ((5)
and (6)) the illative case, denoting the endpoint of spatial or temporal
movement, is more typical. The last sentence type (f) with the SAR as a total
object in the accusative case and no syntactically expressed OAR is an
unclear sentence of high and low transitivity CSDs; the medium transitivity
group is acceptable in this structure. A general observation is that medium
and low transitivity verbs seem to assign the SAR more naturally in the
partitive than the accusative; high transitivity verbs are unclear in terms of
both the accusative and partitive SAR. Can the partitive SAR be considered
the default with low and medium transitivity verbs? When it comes to the
resultative construction, do different types of CSDs take different kinds of
resultative adjuncts? I leave these questions for future research.

We have seen that the clarity of a sentence depends partly on syntactic
well-formedness principles. On the other hand, the configuration of root verb
arguments (morphoroles) and how these are situated in the derivative
structure has an influence on semantics. Merely syntactically, the differences
between the different types of CSDs in the test are not significant — the
syntactic structure of CSDs derived from different types of root verbs is
basically similar. Compare the analyses in (7a)-(8b), where (7a-b) are
sentences using the CSD ompeluttaa ‘make s.o. sew’, derived from a high
transitivity root verb with and without the SARade and 8(a-b) represent the
same sentence types with the low transitivity CSD juoksuttaa ‘make s.o. run’,
respectively. Note that the difference between (7b) and (8b) lies in the
morphorole linking — the object NP is linked to the OAR in (7b) and to the
SAR in (8b), respectively.

(7a) Matti ompeluttaa Pekalla puvun
Matti sew-caus-3sg Pekka-ade dress-acc
‘Matti makes Pekka sew the dress.’

[ip [ np Matti] [ [v.;ompeluttaa] [vp [pp Pekalla] [y [xp puvun]]]]
(7b) Matti ompeluttaa puvun

Matti sew-caus-3sg dress-acc
‘Matti makes s.o. sew the dress.’

[IP [ NP Mattl] [1’ [V-l Ompeluttaa] [Vp [V’-V [Np puvun]]]]
(8a) Matti juoksuttaa Pekalla lenkin.

Matti run-caus-3sg Pekka-ade turn-acc
‘Matti makes Pekka run a turn.’

[ip [ np Matti] [ [v.rjuoksuttaa] [vp [pp Pekalla] [v-., [nplenkin]]]]
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(8b) Matti juoksuttaa lenkin.
Matti run-caus-3sg turn-acc
‘Matti makes s.o. run a turn.’

[ip [ np Matti] [ [v.rjuoksuttaa] [yp.y [v.y [xpturn]]]]

The analysis above demonstrates that there is syntactically no significant
difference in the result of the transitivisation process by which an additional
argument is added to the proposition. Another aspect is that regardless of the
transitivity grade of the root verb, a CSD is able to adjust to the curative
sentence. This indicates that verbs can potentially operate as transitives in the
sense that they can take more or less typical objects.

I assume that this analysis of syntactic properties is sufficient for present
purposes. It shows that the syntactic structures of causatives derived from
transitive and intransitive root verbs are basically similar. This supports the
idea that it is more beneficial to treat syntax and semantics as autonomous
levels and strive for integration by identifying linking relations. I study the
conceptual structure of high, medium and low transitivity CSDs as well as
the linking relations between the DA system, morphorole level and LCS in
sections 3.2-3.5. Before this, the inferences drawn from the syntactic test
concerning the argument structure of CSDs is contemplated in light of an
acceptability rating test: in section 3.1.4, language users’ assessment of some
of the sentences taken from the syntactic test are confirmed. In this way, the
morphorole linking effect is also more closely examined.

3.1.4 Language instinct test

The syntactic test discussed in previous section indicates that there are certain
restrictions regarding the morphorole and syntactic argument linking of
different types of CSDs. I will now introduce a new viewpoint regarding the
syntax-semantic relations of CSDs by checking language users’ intuition
about the syntactic structure variations examined in the previous section. One
aim of the language instinct test is to see how language users support the
labelling of the sentences as clear/unclear; the interpretation of the less clear
sentences is especially important. Consideration of the point of view of
language use is designated as an extra complement to the study of CSDs”'.
expect that this will open up new aspects of the argument structure study.
Naturally, examination of the concrete expression of native language user

31 Alpo Riisénen (1983: 112-137) has tested language instinct in order to outline language
users’ ideas of the relation between the root word and the derivative. His results indicate that
besides the traditionally understood derivation, there exists a ‘correlation derivation’ (Fi.
korrelaatio-johto), based on models of already existing derivative relations and model
derivatives. This explains the ‘lack’ of root words and gaps in derivative chains.



output widens the view on the conclusions drawn in the analysis of the
syntactic test, based solely on my linguistic judgement.

In order to determine how language users interpret the alternation of the
argument structures of CSDs, I compiled a survey consisting of 18 sentences
from the syntactic test discussed in the previous section. The test included 3
of the 6 verbs used in the syntactic test and involved the same sentential
surroundings (a- through f-sentences, see section 3.1.3). The verbs in the test
were ompeluttaa ‘make s.0. sew’, sydtdttdd ‘make s.o. eat’ and jonotuttaa
‘make s.0. queue’, representing one verb from each transitivity group. The
survey had two main tasks. Firstly, the test subjects were asked to assess the
acceptability of the sentences on a scale from 0-10. The second task was to
paraphrase the test sentences. The purpose of paraphrasing was to show how
these sentences were interpreted and to explicate the interpretation of the
argument structure of the verbs in the test. The order of the sentences and
verbs in the language instinct test was randomised i.e. it did not follow the
order of the syntactic test. The test sentences are presented in (1). In order to
facilitate comparison with the syntactic test, I here give the test sentence
numbers in parenthesis and mark the test sentence numbers with a #-letter (for
instance (tla)).

)
1) Matti ompeluttaa Pekalla puvun/ pukua. (tla) Matti sew-caus-3sg Pekka-ade dress-acc/

-part

2) Matti jonotuttaa Pekkaa. (t6¢c)
3) Matti ompeluttaa Pekan komeaksi. (tle)

4) Matti syotattad Pekan. (t3f)

5) Matti jonotuttaa tunnin. (t6b)

6) Matti syotittdad Pekalla puuron. (t3a)

7) Matti ompeluttaa puvun. (t1b)

8) Matti jonotuttaa Pekalla tunnin. (t6a)

9) Matti ompeluttaa Pekan. (t1f)

10) Matti syotittas Pekalla. (t3d)

11) Matti jonotuttaa Pekan uuvuksiin. (t6e)

12) Matti syotittdd puuron. (t3b)

13) Matti jonotuttaa Pekan. (t6f)

14) Matti ompeluttaa Pekalla. (t1d)

15) Matti syotittad Pekkaa. (t3c)

16) Matti jonotuttaa Pekalla. (t6d)

17) Matti ompeluttaa Pekkaa. (tlc)

18) Matti syotittad Pekan kylldiseksi. (t3e)

Matti queue-caus-3sg Pekka-part

Matti sew-caus-3sg Pekka-acc handsome-
tra

Matti eat-caus-3sg Pekka-acc

Matti queue-caus-3sg hour-acc

Matti eat-caus-3sg Pekka-ade porridge-acc
Matti sew-caus-3sg dress-acc

Matti queue-caus-3sg Pekka-ade hour-acc
Matti sew-caus-3sg Pekka-acc

Matti eat-caus-3sg Pekka-ade

Matti queue-caus-3sg Pekka-acc exhausted
-ill

Matti eat-caus-3sg porridge-acc

Matti queue-caus-3sg Pekka-acc

Matti sew-caus-3sg Pekka-ade

Matti eat-caus-3sg Pekka-part

Matti queue-caus-3sg Pekka-ade

Matti sew-caus-3sg Pekka-part

Matti eat-caus-3sg Pekka-acc full-tra

For a better understanding of the test settings, the test is given in (2). I have
translated the instructions from Finnish to English and also provide English
glosses in connection to each sentence (the test itself does not include these).
The numbering of the test sentences corresponds to that in (1). The original
test form can be found in Appendix 1.
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(2) Language instinct test

Miten luontevilta seuraavat lauseet mielestdsi tuntuvat? Merkitse rasti
asteikkoon tuntemuksesi mukaan sopivaan kohtaan (0 = tdysin mahdoton; 10
= tdysin luonteva). Kirjoita sama asia toisin sanoin lauseen alla olevalle
viivalle. Silloinkin, kun lause on outo, sano, miten tulkitsisit sen. Sano my®és,

jos et ymmdrré lausetta lainkaan. Kiitos avusta!

‘How natural do the following sentences sound to you? Mark a cross
according to your impression at an appropriate point on the scale (0 =
completely unnatural; 10 = completely natural). Rewrite the sentence using
different words on the line under the sentence. Even if the sentence seems
odd, say how you would interpret it. If you do not understand the sentence at

all, please also note this. Thank you for your time!’

1) Matti ompeluttaa Pekalla puvun/pukua.

Matti sew-caus-3sg Pekka-ade dress-acc/-part

2) Matti jonotuttaa Pekkaa.
Matti queue-caus-3sg Pekka-part

3) Matti ompeluttaa Pekan komeaksi.

Matti sew-caus-3sg Pekka-acc handsome-tra

4) Matti syotattdaa Pekan.
Matti eat-caus-3sg Pekka-acc

5) Matti jonotuttaa tunnin.
Matti queue-caus-3sg hour-acc

6) Matti syotattda Pekalla puuron.
Matti eat-caus-3sg Pekka-ade porridge-acc

7) Matti ompeluttaa puvun.
Matti sew-caus-3sg dress-acc

8) Matti jonotuttaa Pekalla tunnin.
Matti queue-caus-3sg Pekka-ade hour-acc

9) Matti ompeluttaa Pekan.
Matti sew-caus-3sg Pekka-acc

10) Matti syotattad Pekalla.
Matti eat-caus-3sg Pekka-ade

11) Matti jonotuttaa Pekan uuvuksiin.

Matti queue-caus-3sg Pekka-acc exhausted-ill




12) Matti syotdttdad puuron. Lo I
Matti eat-caus-3sg porridge-acc

13) Matti jonotuttaa Pekan.
Matti queue-caus-3sg Pekka-acc

14) Matti ompeluttaa Pekalla.
Matti sew-caus-3sg Pekka-ade

15) Matti syotattaa Pekkaa.
Matti eat-caus-3sg Pekka-part

16) Matti jonotuttaa Pekalla.
Matti queue-caus-3sg Pekka-ade

17) Matti ompeluttaa Pekkaa.
Matti sew-caus-3sg Pekka-part

18) Matti syotittad Pekan kylldiseksi.
Matti eat-caus-3sg Pekka-acc full-tra

The test was carried out on 24 April 2008 and involved 20 people with
Finnish as their native tongue. The test subjects were students of Finnish at
the Open University of the University of Turku. Their ages ranged from 20 to
65, and the majority were women (only one man). The educational
background of the test subjects can thus be said to be academic, though not
necessarily within linguistics. The majority came from the southwest region
of Finland, with only one person from central Finland (Keuruu/Savo) and one
from eastern Finland (Karjala). One test subject was Finnish-Swedish
bilingual. The test was carried out in a classroom setting. The average time
taken to answer the questions was 15 minutes.

I will begin my study of the results using two types of values: the average
value (Av) of the acceptability assessments and the standard deviation (SD)
value given to the tested sentences. Table (1) presents the total sum of points,
the average value and the standard deviation value of each tested sentence:

Table 1. Total results, average values and standard deviation values of
test sentences

Sen. no. 1 2 3 4 5 6 7 8 9 12

Total 162 | 85 41 97 36 105 | 181 |40 |33 103
Av. 81 |43 (21 |49 [18 |53 |91 2 1.7 | 52
SD 22 |29 |26 |31 |22 |35 1.2 1.9 |22 |29
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Sen. no. 10 11 13 14 15 16 17 18

Total 31 122 | 40 77 96 45 65 112
Av. 1.6 |61 |2 41 (48 |23 |33 |56
SD 1.5 |34 |22 |34 |28 |23 |33 |30

In order to visualise the estimation of the test sentences, I present the
average and standard deviation values in diagrams. Figure 1 solely presents
the results of acceptability on the evaluation scale on average. Figure 2 shows
the standard deviation results respectively. Comparing these two tables, we
can see that language users are most united in their assessment of the
extremes — the least acceptable sentence (sentence 10) and the most
acceptable sentence (7) have the lowest deviation values.
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However, the estimation of sentences is only one side of the study; the
inferences made on the basis of the sentences are expressed by the language
users’ own paraphrasing. Their rewording reflects how they interpreted the
sentences and how they construe the argument structure of the tested verbs.
For instance, the first tested sentence Matti ompeluttaa Pekalla puvun is
paraphrased five times using the CSD predicate feeftdd ‘do-cause’ (an
example would be Matti teettiiii Pekalla puvun (test person (hereafter
abbreviated as TP) 5) ‘Matti makes Pekka do the dress”) and once even with
the verb feetdttdic ‘do-cause-cause’ with an additional #4-suffix used instead
of ompeluttaa. The root verb ommella ‘to sew’ (Pekka ompelee Matille puvun
(TP1) ‘Pekka sews the dress for Matti’) is used seven times. Generally, the
test subjects applied the periphrastic causative construction in their
paraphrases i.e. a causative auxiliary verb and the root verb of the CSD in the
first or third infinitive form (for instance pyytdd ompelemaan ‘ask s.o. to
sew’ or panna ompelemaan ‘set s.0. sewing’). The other auxiliaries used in
the test included /aittaa ‘to make, set’, pistdd ‘to put, set’, antaa ‘to let’,
kéisked ‘to order’, vaatia ‘to demand’ and even pakottaa ‘to force’.

The use of different periphrastic constructions as well as the variation in
the predicates hints at the underlying modal accent, but the relevant aspect
for the present purposes is that they reflect the CSD argument structure the
test subjects had in mind. In the following next sections, I discuss the
sentences in relation to their responses individually by each tested verb.

3.1.4.1 Results of ompeluttaa ‘make s.o0. sew’

I will start analysing the test responses with the high transitivity verb
ompeluttaa ‘make s.0. sew’. Concentrating on the assessment of ompeluttaa
in general, we can conclude that the sentences with this verb display a
considerable variation in their assessments, representing the absolute highest
and near lowest values on the average acceptability scale (consider the results
of the sentences with ompeluttaa in Table 2). Two of the sentences, (7) and
(1), are ranked highest on the acceptability scale of the whole test, with
values over 8. These correspond to the structures [SAD, OARobj, SARade]
and [SAD, OARobj] i.e. the a- and b-sentences that were also classified as
clear in connection with this verb in the syntactic test. In contrast, sentences
(9) and (3) received very low acceptability values, under 3; these are the
structures [SAD, SARacc] and [SAD, SARacc, RESADJtra]. Hence, the telic
SAR in the position of the resultative object or the total object seems to be
problematic with this verb. Comparison of the total object SAR sentence (9)
to the partial (atelic) object SAR sentence (17) reveals that the latter receives
stronger approval (the results being 1.7 and 3.3 respectively). An
unanticipated result in the syntactic test was sentence (14) with the SAR in
the adessive case and the absent OAR [SAD, SARade]: this sentence was
ranked surprisingly highly — 4.1 points on average.
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Table 2. Average score and standard deviation of sentences with
ompeluttaa ‘make s.0. sew’

Test sentence Morphological from Av. | SD
1. Matti ompeluttaa Pekalla Matti sew-caus-3sg Pekka-ade 8.1 |22
puvun dress-acc/-part

3. Matti ompeluttaa Pekan Matti sew-caus-3sg Pekka-acc 2.1 | 2.6
komeaksi handsome-tra

7. Matti ompeluttaa puvun Matti sew-caus-3sg dress-acc 9.1 | 1.2
9. Matti ompeluttaa Pekan Matti sew-caus-3sg Pekka-acc 1.7 | 2.2
14. Matti ompeluttaa Pekalla Matti sew-caus-3sg Pekka-ade 4.1 | 3.4
17. Matti ompeluttaa Pekkaa Matti sew-caus-3sg Pekka-part 33 |33

A closer look at the paraphrasing indicates that the interpretation of
‘Pekka’ played a crucial role in how the participants construed the argument
structure of the sentences — this participant was not necessarily given the
status of the actor-SAR as was presupposed in the syntactic test. Therefore, I
have separated the interpretations of Pekka by each ompeluttaa sentence; the
results of this analysis are given in Table 3. The results are divided roughly in
two, depending on whether Pekka is expressed as the actor-SAR. The cases
where Pekka is interpreted as a role other than the SAR are given in
parentheses after their number of occurrence. These roles in the ompeluttaa
sentences are the OAR (25 cases), receiver (16 cases) and locative (1 case).
The abbreviation DNU stands for ‘do not understand’; sometimes there was
no response at all (marked as ‘Empty’).

Table 3. The verb ompeluttaa ‘make s.o. sew’ and interpretation of

‘Pekka’
Pekka=SAR | Pekka+#SAR | DNU | Empty

1. Matti ompeluttaa Pekalla 19 7 B 1
puvun
3. Matti ompeluttaa Pekan 1 14 (Receiver), 1 1
komeaksi 3 (OAR)
7. Matti ompeluttaa puvun ‘Pekka’ not expressed
9. Matti ompeluttaa Pekan 15 (OAR), 2

- . 2 1

(Receiver)

14. Matti ompeluttaa Pekalla 15 1 (Locative) 2 2
17. Matti ompeluttaa Pekkaa 11 7 (OAR) 1 1

Matti ompeluttaa puvun (7)

Note that sentence (7) of the structure [SAD, OARobj] is not analysed in
Table 3; since it does not include the SAR (‘Pekka’), it does not fall into the
categories of this categorization. In regard to the response to this sentence, it



can be said that it received the highest acceptability result: 9.1 points (see
Table 2). In the rewordings, the implicit SAR is expressed as toinen ‘other’,
joku ‘somebody’ or ompelija ‘the sewer’. The place where the dress is sewn
is also expressed, for instance:

(1) Matti teettiici ompelimossa puvun (TP18)
‘Matti has the dress made [do-cause-3sg] at a dressmaker’s shop.’

Matti ompeluttaa Pekalla puvun (1)
Matti ompeluttaa Pekan (9)

As Table 3 shows, the responses to the sentences vary in their
interpretation of ‘Pekka’. In sentence (1) with the structure [SAD, OARobj,
SARade], Pekka is unanimously understood as the sewer, the SAR. One
sentence in turn has no responses with Pekka as the SAR — sentence (9), with
the structure [SAD, SARacc]. When Pekka is interpreted as the OAR, the test
subjects gave additional contextual information: Pekka was having something
sewn during plastic surgery, or was thought to be an inanimate entity (a doll
or teddy bear), or was somehow being fastened to something. The latter
interpretation is exemplified in (2a-b), the responses to sentences (9) and (17)
respectively:

(2a) Matti ompeluttaa Pekan kiinni johonkin (TP17)
‘Matti makes s.o. sew [sew-cause-3sg] Pekka to something.’

(2b) Joku on ompelemassa Pekan johonkin Matin pyynndstd (TP17)
‘S.o. is sewing Pekka onto something at Matti’s request.’

Matti ompeluttaa Pekalla (14)

Most interpretations (15 in total) of sentence (14) express Pekka as the
actor or the SAR in the generic meaning (‘Matti (always) has Pekka sew his
clothes”). This sentence received relatively high acceptability results: 4.1 on
average. One response suggests that Pekka in the adessive case represents the
location in which the activity is taking place:

(3) Matti teettiici ompelutditi Pekan luona (TP4)
‘Matti does [do-cause-3sg] sewing at Pekka’s place.’

Matti ompeluttaa Pekan komeaksi (3)
Matti ompeluttaa Pekan (9)

These two sentences had the lowest acceptability values among the
responses to the sentences with ompeluttaa ‘make s.o. sew’ (2.1 and 1.7
respectively). In 14 responses to sentence (3) and two responses to sentence
(9), Pekka was comprehended as the receiver of the object of the sewing (the
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explicitly mentioned objects being a dress, trousers, new clothes and the
garment being sewn). Example (4) paraphrases sentence (9).

(4) Matti ompeluttaa Pekalle housut (TP18)
‘Matti makes s.o0. sew [sew-cause-3sg] trousers for Pekka.’

Most respondents did not interpret Pekka as the SAR in resultative
construction (3) but as the receiver of the clothes. A variation of this type of
paraphrasing is presented in (5a). In three cases, Pekka was understood to be
the object of the sewing, the OAR, as in paraphrase (5b). Here it is not clear
whether the sewer is Matti or if an intermediate implicit actor is implied. The
only interpretation of Pekka as the SAR shows that this reading is possible. |
present this paraphrase in (5c¢); note that Pekka is simultaneously also
understood as the receiver of the clothes.

(5a) Matti teettdd vaatteet, joilla Pekasta tulee komea (TP4)
‘Matti has s.o. make [do-cause-3sg] clothes that make Pekka look
handsome.’

(5b) Matti tekee Pekalle kauneusleikkauksen, jonka avulla Pekasta tulee
komea (TP6)
‘Matti does [do-3sg] plastic surgery on Pekka which makes Pekka
look handsome.’

(5¢) Matti teettiidi Pekalla puvun, jotta tdmd olisi komea (TP17)
‘Matti has Pekka make [do-cause-3sg] a dress so that he (Pekka)
will look handsome.’

Matti ompeluttaa Pekkaa (17)
Matti ompeluttaa Pekan (9)

A remarkable effect of the object case alternation of the SAR on the
argument structure appears in comparing sentences (9) and (17). Whereas the
atelic SAR object structure [SAD, SARpart] is interpreted according to the
original argument structure (Pekka as the SAR) in eleven responses, in the
telic [SAD, SARacc] structure, Pekka is not understood to be the SAR at all.
The test subjects seemed to need more contextual explanation in order to
approve the telic SAR structure (9). I illustrate this with the rewordings of
sentence (9) Matti ompeluttaa Pekan in (6a-c); Pekka here is interpreted as
the OAR. However, the same people approved the SAR-Pekka in the form of
the partitive object in sentence (17) Matti ompeluttaa Pekkaa without any
hesitation, as the paraphrases in (7a-c) show.



(6a) Pekka-niminen nalle on mennyt rikki. Matti vie Pekan ompelijalle, joka
korjaa sen. (TP11)
‘A teddy bear called Pekka has fallen apart. Matti takes it to a
seamstress, who repairs it.”

(6b) Matti tekee Pekalle kauneusleikkauksen (TP6)
‘Matti does plastic surgery on Pekka.’

(6¢) Pekka joutuu ommeltavaksi Matin toimesta. (TP4)
‘Pekka ends up being sewn by Matti.’

(7a) Matti teettdiici Pekalla ompelutditd. (TP11)
‘Matti makes Pekka do [do-cause] the sewing.’

(7b) Matti pistdici Pekan ompelemaan. (TP6)
‘Matti sets Pekka sewing.’

(7c) Pekka ompelee Matille jotain. (TP4)
‘Pekka sews something for Matti.’

The object case of the SAR affects the argument structure interpretation of
ompeluttaa; Pekka is interpreted as the patient (the OAR) when expressed as
the accusative object and as the actor (the SAR) when expressed as the
partitive object. Note that the semantics of the verb ompeluttaa in the
structure [SAD, SARpart] obtains a nuance of the continuative, and the
sentence can thus be understood generically. The significant outcome of this
phenomenon is that high transitivity CSDs also allow the actor-SAR to occur
in the partitive case; the conclusion drawn from the syntactic test in the
previous section is thus not completely confirmed by the acceptability test.

An exception in respect to the other responses is the reasoning of the test
subject (TP15) who treated the CSD ompeluttaa in sentences (9) and (17) as
an underived verb (Matti ompelee Pekkaa ‘Matti sews Pekka’). It is possible
that in this person’s idiolect the derived causative is equal to the root verb.
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3.1.4.2 Results of sydtdttii ‘make s.o. eat’

The average outcome of the tested sentences with the second test verb
syotdttdd ‘make s.o. eat’ is distinctively the most stable, with five values in
middle area positioning from 4.8-5.3. Thus, the sentential alternations with
this verb seem to be the most acceptable of the three tested verbs. The test
sentences and their average and standard deviation results are presented in
Table 4:

Table 4. Average score and standard deviation results of sentences
with sydtdttdd ‘make s.o. eat’

Test sentence Morphological from Av. | SD
4. Matti sydtdttdic Pekan Matti eat-caus-3sg Pekka-acc 49 | 3.1
6. Matti sydétdttdid Pekalla Matti eat-caus-3sg Pekka-ade 53 135
puuron porridge-acc

10. Matti syotdttdd Pekalla Matti eat-caus-3sg Pekka-ade 1.6 | 1.5
12. Matti syotdttdd puuron Matti eat-caus-3sg porridge-acc 52 129
15. Matti syotdttdid Pekkaa Matti eat-caus-3sg Pekka-part 4.8 | 2.8
18. Matti syotdttid Pekan Matti eat-caus-3sg Pekka-acc full-tra | 5.6 |3
kylldiseksi

The rewordings of sydtdttdd also reveal that this verb has a particularly
flexible argument structure. In respect to the number of potential actors
participating in the causation chain, a source of ambiguity is the double
causative morpheme combination #A4-ttA in syo-td-ttdid. The differences in
interpretations are reflected in the interpretation of ‘Pekka’. For a clearer
distinction of the roles of ’Pekka’, the SAR should be broken down to the
subroles: SARI1 for the eater of the food (the subject argument of syddd ‘to
eat’) and SAR2 for the feeder of the eater (subject argument of sydrtdd ‘make
s.o0. eat, feed’). Other roles ’Pekka’ appears in are the implicit theme or OAR
(the food), the instrumental and the locative and even the SAD.

Table 5 presents the argument places of 'Pekka’ in respect to the sydtdttdd
sentences. I have marked sentence (4) in Table 5 with an asterisk (*) because
in paraphrase (3b) the test subject gave two possible interpretations of the
sentence: the implicit actor was included in the argument structure, but the
writer wavered between the interpretations of *Pekka’ as SARI or OAR (the
food). I have counted this answer as an interpretation of Pekka as the OAR in
Table 5.
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Table 5. The verb sydtdttdd ‘make s.o. eat’ and interpretation of ‘Pekka’

Pekka=SAR2 | Pekka#SAR2 | DNU | Empty
4. Matti syotdttdd Pekan™ 3 19 (SAR1) B 1
1 (OAR)
6. Matti sydtdttdd Pekalla 17 (SAR1)
) —
puuron 1 (Instrumental)
10. Matti sydtdttdd Pekalla 7 (SAR1)
1 (SAD)
5 1 (Instrumental) 3 1
1(Locative)
1 (OAR)
12. Matti syotdttdd puuron ‘Pekka’ not expressed
15. Matti syotdttéd Pekkaa — 20 (SAR1) 2 2
18. Matti sydétdttid Pekan 3 19 (SAR1) 1 1
kylldiseksi 1 (SAD)

What do the argument structure variations tell us about the argument
structure of sydtdttdd? 1 will begin closer analysis with sentence (4):

Matti syotiittid Pekan (4)

Test sentence (4), representing the structure [SAD, SARacc], received 4.9
points on average. The paraphrasing of this sentence indicated that the test
subjects were mostly in agreement about its argument structure. A total of 19
responses interpreted Pekka as the eater or SAR1 (there was one person who
gave two alternatives for this sentence: see example (34b)). As many as 15
test subjects expressed that there was an additional actor who actually fed
Pekka, as in rewordings (1a-c). The contexts thought to be most likely were a
situation in which Pekka was a child and the intermediate actor was a nanny,
or a situation where Pekka was a patient and a nurse was feeding him (see
(1b) and (1¢)).

(1a) Matti kéiskee jonkun toisen sydttdic Pekan (TPT)
‘Matti orders s.o. else to feed [eat-cause-inf] Pekka.’

(1b) Matti laittoi lastenhoitajan syéttimdcdn Pekan (TP18)
‘Matti had the nanny feed [eat-cause-3.inf-ill] Pekka.’

(1¢) Matti pyytdd (hoitajan) sydttdmdidn Pekan (TP13)
‘Matti asks (the nurse) to feed [eat-cause-3.inf-ill] Pekka.’

However, the argument structure of the CSD of sentence (4) can be
reduced to the root verb sydrtdd ‘to feed’, as in cases (2a-d). Note that Pekka
is still SARI i.e. the eater:
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(2a) Matti antaa Pekalle ruokaa (TP4)
‘Matti gives Pekka food.’

(2b) Matti syottdd Pekan (TP19)
‘Matti feeds [eat-cause-3sg] Pekka.’

(2¢) Matti antaa Pekan syodd (TP20)
‘Matti lets Pekka eat.’

(2d) Matti syottdic Pekalle jotakin? (TPS)
‘Matti feeds [eat-cause-3sg] Pekka something?’

The following paraphrases in (3a-b) illustrate the hesitation the test
subjects had about the argument structure of sentence (4). In (3a), the person
was not sure whether there was an intermediate actor in addition to Matti
(Pekka in both cases is interpreted as SAR1 or the eater).

(3a) Matti syéttdd Pekan / Matti laittaa jonkun syéttdmdcdn Pekan? (TP12)
‘Matti feeds Pekka / Matti makes s.o. feed Pekka?’

(3b) Matti kéiskee jotakuta 1. antamaan Pekalle ruokaa 2. syéttimdicin Pekan
(leijonille?) (TP1)
‘Matti orders s.o. 1) to give Pekka food or 2) to feed Pekka (to the
lions?).’

Matti syétittii Pekalla puuron (6)

Sentence (6) of the structure [SAD, OARobj, SARade] also received quite
high acceptability values, of 5.3. Generally, the argument structure was
understood in two ways: the SAR (Pekka) was the intermediate actor or the
eater. The former is reflected in (4a-b). Most rewordings expressed the idea
that Pekka was the eater, not the feeder. The writer of (5a) gave two
alternative argument structures, one with an additional intermediate actor and
one without. Examples (5b-c) reflect the proposition of Matti as the direct
causer and Pekka as the eater. The paraphrasing of this sentence invoked a
considerable number of negative connotations: Matti’s manipulation in
getting Pekka to eat the porridge is seen as a use of force (see 5b) and
porridge is seen as an unappetizing food (5c¢).

(4a) Matti laittaa Pekan sydttimdidn puuron (TP9)
‘Matti gets Pekka to feed [eat-cause-3.inf-ill] the porridge (to
s.0.).”

(4b) Matti pyytdd Pekan syéttdmdidin puuron esim. vanhukselle. (TP13)
‘Matti asks Pekka to feed [eat-cause-3.inf-ill] the porridge e.g. to
an elderly person.’



(5a) Matti kdskee a) jonkun toisen sydttdmdidn Pekalle puuron b) Pekan
syodd puuron (TP1)
‘Matti orders 1) s.o. else to feed [eat-cause-3.inf-ill] the porridge to
Pekka or 2) Pekka to eat the porridge.’

(5b) Matti pakottaa Pekan syomdidn puuron (TP4)
‘Matti forces Pekka to eat the porridge.’

(5¢) Matti laittaa Pekan syoméén puuron (jota kukaan ei halua) (TP17)
‘Matti makes Pekka eat the porridge (which nobody else wants).’

Matti syotiittid Pekalla (10)

One syodtdttdd sentence stands out in respect to the average acceptability
results — sentence (10) Matti sydtdttdd Pekalla. This structure [SAD,
SARade] gained the lowest outcome in the whole test, with an average
acceptability value of just 1.6. Also, the standard deviation value of this
sentence was low (1.5), which means that the test subjects were more or less
unanimous in their decision. The paraphrasing of sentence (10) reveals its
ambiguity. The source of vagueness is related in particular to the
interpretation of the SARade (Pekalla); I have separated six possible readings
of it (see Table 5). Firstly, there are five rewordings from which we can infer
that the writer understood Pekka to be the feeder or SAR2, not the eater.
Consider paraphrases (6a-¢), where (6a-b) have the argument referring to the
person actually eating as open or unspecified. Interestingly, in three other
cases the test subjects added an eater participant to the proposition. The new
participants refer to people who would most probably need assistance in
eating: vauva ‘baby’ in (6¢), vanhus ‘elderly person’ in (6d) and lapset ‘kids’
in (6e). Note also that in (6d) and (6e) the test subjects did not change the
form of the predicate verb.

(6a) Pekka sydttdd Matin puolesta (TP7)
‘Pekka feeds [eat-cause-3sg] on behalf of Matti.’

(6b) Pekka syottdd jonkun Matin pyynndstd (TP14)
‘Pekka feeds [eat-cause-3sg] s.o0. at Matti’s request.’

(6¢) Pekka syéttdid Matin vauvaa (TP18)
‘Pekka feeds [eat-cause-3sg] Matti’s baby.’

(6d) Matti syotdttdd vanhuksen Pekan avulla (TP13)
‘Matti makes Pekka feed [eat-cause-cause-3sg] the old person.’

(6e) Matti sydtdttdid lapset Pekalla (TP19)
‘Matti makes Pekka feed [eat-cause-cause-3sg] the kids.’

A second reading of sentence (10) indicates that the eater or SARI is
Pekka (seven cases). The interpretation of the intermediate actor in the
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proposition varies: the actual feeder is someone other than Matti ((7a-b) or
Matti feeds Pekka himself (8a-b).

(7a) Matti pyytdid jotakuta syéttimdcn Pekalle jotain (TP10)
‘Matti asks s.o. to feed [eat-cause-3.inf-ill] Pekka something.’

(7b) Matti on antanut kolmannelle henkilélle tehtdviksi syottdd Pekka
(TP11)
‘Matti has given a third person the task of feeding [eat-cause]
Pekka.’

(8a) Matti antaa jotakin Pekalle sydtévdiksi (TP16)
‘Matti gives Pekka something to eat.’

(8b) Pekka joutuu syomdidn jotain Matin tarjoamaa (TP17)
‘Pekka has to eat something offered by Matti.’

Also, other functions of the adessive case like the expression of a locative
or instrumental add an element to the ambiguity of the sentence (10). One test
subject interpreted the adessive SAR (Pekalla) as an expression of location,
meaning ‘at Pekka’s place’ i.e. not an argument of the predicate sydtdttdic but
an optional adjunct. Consider the rewording in (9). The paraphrase in (10)
shows that it is also possible to interpret the SARade (Pekka) as the object of
eating (the OAR) i.e. the implicit theme of the root verb syddd ‘to eat’.

(9) Matti syottdd jotakuta Pekan luona (TP4)
‘Matti feeds [eat-cause-3sg] s.o. at Pekka’s place.’

(10) Matti syottdic Pekan jollekin (lause on outo) (TP15)
‘Matti feeds [eat-cause-3sg] Pekka to s.o. (This sentence is odd.)’

One interpretation stands out in respect to the other readings,
exemplifying the ambiguity of sentence (10). In (11), the test subject reversed
the argument positions of the SAD and SAR so that Pekka was the feeder and
Matti the person being fed. As a summation of the interpretation of sentence
(10), it should be noted that two people wrote that they did not understand the
sentence, two left the paraphrasing space empty (but gave the sentence 1.5
and 2.5 points) and one person simply inserted a question mark.

(11) Pekka syottdc Mattia (TP3)
‘Pekka feeds [eat-cause] Matti.’

Matti sydtittid Pekan kylldiseksi (18)

The resultative construction (18) received the highest acceptability values
of all sentences with sydtdttdd: 5.6 points. Most rewordings of the structure
[SAD, SARacc, RESADIJtra] reflect the argument structure, including an
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intermediate actor, as in examples (12a-b). Paraphrases (13a-c) in turn
illustrate interpretations with no intermediate actor implied.

(12a) Matti antaa jonkun syottdid Pekan kylldiseksi (TP3)
‘Matti lets s.o. feed [eat-cause] Pekka until he has had enough.’

(12b) Matti laittaa (pakottaa) Pekan syomdidn, kunnes P. on kylldinen?
(TP12)
‘Matti gets (forces) Pekka to eat [eat-3.inf-ill] until P. has had
enough?’

(13a) Matti antaa Pekalle riittévdsti ruokaa (TP15)
‘Matti gives Pekka enough food.’

(13b) Matti syéttdd Pekan kylldiseksi (TP19)
‘Matti feeds [eat-cause] Pekka until he has had enough.’

(13c) Matti antaa Pekan syddd kylldiseksi (TP20)
‘Matti lets Pekka eat until he has had enough.’

Pekka as the SAD and instrumental

I will now present the more outstanding and unusual readings of the sydtdttdici
sentences. First, consider the SAD interpretations of ‘Pekka’ — the example in
(14a) is a response to sentence (10) and (14b) to sentence (18):

(14a) Pekka syottid Mattia (TP3)
‘Pekka feeds [eat-cause-3sg] Matti.’

(14b) Joku ruokkii Matin kylldiseksi, koska Pekka on késkenyt niin (TP2)
‘S.o. feeds Matti until he is full, because Pekka has ordered them to.’

The instrumental interpretations of Pekka are of sentences (6) and (10),
written by the same test subject:

(152) Matti kéiskee jonkun antaa jollekin puuron Pekalla (vrt. lusikalla)(TP2)
‘Matti tells s.o. to give the porridge to somebody with Pekka (comp.
with a spoon).’

(15b) Matti kéiskee jonkun antaa jollekin ruokaa Pekalla (vrt. lusikalla)
(TP2)
‘Matti tells s.o. to give somebody food with Pekka (comp. with a
spoon).’

Pekka is encoded as the implicit FOOD in (16a) and the location in (16b);
both paraphrases are responses to sentence (10) i.e. to the sentence with
Pekka in the form of the adessive case:
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(16a) Matti syottdic Pekan jollekin (TP15)
‘Matti feeds [eat-cause] Pekka to s.o.’

(16b) Matti syottdd jotakuta Pekan luona (TP4)
‘Matti feeds [eat-cause-3sg] s.o. at Pekka’s place.’

Matti syotiittid puuron (12)
Matti syotiittid Pekkaa (15)

Although sentence (12) [SAD, OARobj] does not include the element
Pekka, it is worth noting that this sentence was interpreted in 10 rewordings
with an additional feeder or SAR2, and in 10 rewordings without an
intermediate actor. Example (17a) illustrates a response that included an
SAR2, and example (17b) is an example without an SAR2:

(17a) Matti teettdici puuron syottimisen muilla (TP7)
‘Matti has the porridge fed [eat-cause-3.inf] by other people.’

(17b) Matti ei pidd puurosta vaan pakottaa jonkun syomdicdn sen (TP11)
‘Matti does not like the porridge but forces s.o. to eat it.’

Sentence (15) of the structure [SAD, SARpart] is interpreted unanimously
in such a way that Pekka is the SARI (the eater). Interestingly, the
rewordings indicate that 13 test subjects encoded this sentence including the
SAR2 and seven without it. Is the double-actor reading stronger with
sentence (15) compared to sentence (12), and is the SAR1 (Pekka) therefore
explicit in (15)? The paraphrases in (18a-b) are examples of both cases,
respectively:

(18a) Matti teettdici Pekan sydttimisen toisella henkilélld (TP9)
‘Matti has Pekka fed [do-cause Pekka eat-cause-3.inf] by another
person.’

(18b) Matti antaa ruokaa Pekalle (TP15)
‘Matti gives Pekka food.’

I will summarize the reflection of the sydtdttdd paraphrases with an
observation on the variation in derivation forms used in the rewordings: the
derivative sydtdttdd is used three times, and a reduction of it, sydttdd, 19
times. The use of syodttdd as a substitute for syodtdttdd is an interesting
phenomenon from the point of view of the compositionality of
causativization. Remarkably, one rewording (see 19d) is even a triple #4-
causative, syotdtyttdd, in response to sentence (6). Compare the variations
used in the test, including the bare root verb syddd ‘to eat’:
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(19a) Pekka syd Matin puuron (TP14)
‘Pekka eats Matti’s porridge.’

(19b) Matti syéttdd Pekalle puuroa (T15)
‘Matti makes Pekka eat [eat-cause-3sg] the porridge.’

(19¢) Matti syotdttdd Pekalle puuron (TP19)
‘Matti makes Pekka eat [eat-cause-cause-3sg] the porridge.’

(19d) Matti ei itse halua puuroa ja syotdtyttid sen Pekalla? (TP12)
‘Matti does not want the porridge himself so makes Pekka eat
[eat-cause-cause-cause-3sg] it.’

3.1.4.3 Results of jonotuttaa ‘make s.o. queue’

The third verb in the language instinct test was jonotuttaa ‘make s.0. queue’.
The responses to the jonmotuttaa sentences in terms of their average
acceptability as well as standard deviation are presented in Table 6:

Table 6. Average score and standard deviation results of sentences with
Jjonotuttaa ‘make s.o. queue’

Test sentence Morphological from Av. | SD
2. Matti jonotuttaa Pekkaa Matti queue-caus-3sg Pekka-part 43 129
5. Matti jonotuttaa tunnin Matti queue-caus-3sg hour-acc 1.8 |22
8. Matti jonotuttaa Pekalla Matti queue-caus-3sg Pekka-ade 2 1.9
tunnin hour-acc

11. Matti jonotuttaa Pekan Matti queue-caus-3sg Pekka-acc 6.1 |34
uuvuksiin exhausted-ill

13. Matti jonotuttaa Pekan Matti queue-caus-3sg Pekka-acc 2 2.2
16. Matti jonotuttaa Pekalla | Matti queue-caus-3sg Pekka-ade 23 |23

In jonotuttaa paraphrases also, the construal of the element ‘Pekka’ shows
some discrepancy. In addition to the actor-SAR, it is interpreted as locative or
instrumental. The interpretations of Pekka in the rewordings are presented in
Table 7. Sentence (16) is marked with an asterisk (*) because there are two
ambiguous rewordings given for it: it is not possible to infer whether the
writer means that Pekalla is a locative or the SAR (or even an instrumental?).
Therefore, I have not included these cases in the results in Table 7.



122

Table 7. The verb jonotuttaa ‘make s.o. queue’ and interpretation of ‘Pekka’

Pekka = SAR | Pekka#SAR | DNU | Empty
2. Matti jonotuttaa Pekkaa 20 — — —
5. Matti jonotuttaa tunnin SAR implicit
8. Matti jonotuttaa Pekalla 10 5 (Locative) ) 1
tunnin 1 (with SAD) 1 (Instr.)
11. Matti jonotuttaa Pekan
. 19 - - 1
uuvuksiin
13. Matti jonotuttaa Pekan 14 B 4 1
1 (SAR1)
16. Matti jonotuttaa 7 3 (Locative) 4 1
Pekalla* 2 (Instr.)

Matti jonotuttaa Pekalla tunnin (8)
Matti jonotuttaa Pekalla (16)

It is noticeable that there are two sentences given other interpretations of
Pekka in addition to the SAR: (8) and (16). Both are structures with Pekka in
the adessive case i.e. [SAD, OARobj, SARade] and [SAD, SARade]. Half of
the test subjects interpreted Pekka in sentence (8) as the SAR, the actor. In
one person’s paraphrasing, the SAD and SAR perform the queuing activity
together; see example (la). The instrumental reading of Pekka is given in
(1b). There are a total of five locative interepretations of Pekka among the
responses to sentence (8); consider two of them in (1c-d):

(1a) Matti ja Pekka jonottavat tunnin (TP19)
‘Matti and Pekka queue [queue-3pl] for an hour.’

(1b) Matin ansiosta muut joutuvat jonottamaan Pekan takia tunnin (TP16)
‘Thanks to Matti, others end up queuing [queue-3.inf-ill] for an hour
because of Pekka.’

(1c) Matti jonottaa Pekalla (=joku paikka) tunnin? (TP12)
‘Matti queues [queue-3sg] at Pekka’s (=some place) for an hour?’

(1d) Matti on kdiskenyt jonkun (puuttuu lauseesta) olla jonossa Pekan luona
tunnin ajan (TP2)
‘Matti has told s.o. (not in the sentence) to stand in the queue at Pekka’s
for an hour.’

Sentence (16) received an average acceptability result of just 2.3. Four test
subjects in total responded that they did not understand the sentence, and one
did not respond at all. There were seven interpretations of Pekka as SARI i.e.
the situation was understood to mean that Matti caused Pekka to be standing
in the queue. The examples in (2a-c) show the possible contexts of the
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queueing situation the respondents gave; the queue may have formed in the
Soviet Union, at a ticket window or simply outside a door. Examples (2d-e)
indicate that Pekka is queuing on behalf of Matti. Notice the periphrastic
causative construction antaa jonotuttaa in (2¢) — the infinitive verb remains
the causative derivative, although the respondent most likely does not mean
that there is an additional actor in the situation.

(2a) Matti kéiskee Pekan jonottaa (esim. Neuvostoliitossahan tdtd tehtiin)
(TP1)
‘Matti orders Pekka to queue (for instance in the Soviet Union, where
this was common).’

(2b) Matti pyysi Pekkaa jonottamaan puolestaan lippuluukulle (TP18)
‘Matti asked Pekka to queue on his behalf at the ticket window.’

(2¢) Matti pitdici Pekkaa jonossa jotta oven taakse tulee edes 1 hion jono
(TP11)
‘Matti keeps Pekka in the queue so that there is at least 1 person in the
queue outside the door.’

(2d) Pekka jonottaa Matin puolesta (TP7)
‘Pekka queues on behalf of Matti.’

(2e) Matti antaa Pekan jonotuttaa puolestaan (TP3)
‘Matti lets Pekka queue [queue-cause-inf] on his behalf.’

Two test subjects decoded Pekka as the reason for the implicit others’
queuing, whereas Matti, the SAD, was using Pekka as the instrument
(possibly as an excuse for having to queue). The instrumental readings of
Pekka are presented in (3b-c):

(3b) Matti antaa muiden jonottaa Pekan takia (TP16)
‘Matti lets others queue because of Pekka.’

(3¢) Matti pistdd muut jonottamaan Pekan takia (TP6)
‘Matti has others queue because of Pekka.’

The expected argument structure is not fully realized in the following
examples either. The adessive SAR Pekalla is inferred as the locative
adverbial ‘at Pekka’s’ in three rewordings, not as the SAR. Examples of such
interpretations are presented in (4a-c); note that in (4a-b) the actual person in
the queue is expressed by joku ‘someone’ and Matti is the indirect causer,
whereas in (4c) the person in the queue is the SAD (Matti). Note that the
predicate (jomotuttaa) remains the same in sentence (4b) as in the source
sentence (16).
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(4a) Matti on kdskenyt jonkun jonoon Pekan luokse (TP2)
‘Matti has ordered s.o. to queue at/for Pekka’s place.’

(4b) Matti jonotuttaa jotakuta Pekan luona (TP14)
‘Matti makes s.o0. queue [queue-cause-3sg] at Pekka’s place.’

(4c) Matti jonottaa Pekan luona/luokse? (TP12)
‘Matti queues [queue-3sg] at/for Pekka’s place?’

Note that there is an additional performer (joku ‘someone’ and ihmiset
‘people’) with the root verb activity in both cases. Consider the paraphrasing
in (5a-b):

(5a) Mati pyytdd jotakuta jonottamaan Pekalla (TP10)
‘Matti asks s.o. queue [queue-3.inf-ill] at Pekka’s [Pekka-ade].’

(5b) Matti jonotuttaa ihmisid Pekalla (TP15)
‘Matti makes people queue [queue-cause-3sg] at Pekka’s [Pekka-ade].’

Hence language users generally do not approve of the agent reading for
the SARade with jonotuttaa in sentence (16), Matti jonotuttaa Pekalla. The
relation between assessments and rewordings strengthens this conclusion:
there is a tendency for test subjects who interpret Pekka as the SAR not to
consider this sentence as a good one, while those who understand Pekka to be
part of the locative expression i.e. an optional adjunct estimate its
acceptability more highly.

Matti jonotuttaa Pekkaa (2)

In contrast to the SARade structures of ompeluttaa, the sentences with
Pekka in object cases are comprehended without exception in such a way that
Pekka is the SAR. Of the sentences with the SAR in the object position, the
partitive SAR in sentence (2) of the structure [SAD, SARpart] is accepted
relatively widely, with a result of 4.3 on average. The contextual
backgrounds developed by the respondents reflect a situation where Matti is
somehow in the lead, like the doorkeeper situation in (6a). Also, the
paraphrasing including causative constructions with pitdd ‘to keep’ and antaa
‘to let’, lending this kind of impression (see (6b-c)). The auxiliary verb
joutua ‘to end up; have to’ in turn emphasizes the inevitability and
uncongeniality of queuing from Pekka’s perspective (see 6d).

(6a) Matti on esim. portsari ja pitdic Pekkaa jonossa oven takana pdidistien
muut ohi (TP11)
‘Matti is for instance a bouncer and keeps Pekka in the queue outside
the door while letting others in.’
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(6b) Matti pitdd Pekan odottamassa (TP5)/ jonossa (TP14)
‘Matti keeps Pekka waiting/in the queue.’

(6¢) Matti antaa Pekan jonottaa (TP3)
‘Matti lets Pekka queue.’

(6d) Pekka joutuu jonottamaan Matin takia (TP4)
‘Pekka ends up queueing because of Matti.’

Matti jonotuttaa Pekan (13)

Compared to the partitive SAR structure, sentence (13), representing the
structure [SAD, SARacc], receives a much lower rating, with just 2 as the
average acceptability value. Four people responded that they did not
understand the sentence (one explaining that the problem was due to object
case error). Another person paraphrased it with the remark that the accusative
case was problematic in the sentence (see (7a)). The respondents tried to find
contexts for the sentence: in (7b) the background of a cash desk queue, and in
(7c) a situation where Pekka is forced to stand in a queue while others are let
in ahead of him. These two rewordings indicate that Pekka is not allowed to
reach his goal, which is remarkable in respect of the total object telic
characteristics (see 3.1.1). The temporal boundaries limiting this proposition
are expressed in (7d), accentuating the achievement reading of the queuing
event. The time limit has an effect on the situation, with the queueing
understood to be a punishment for Pekka. There is an indication of a power
relationship between Matti and Pekka where Matti has the authority and
control over Pekka and his queuing.

(7a) Matti pistdd Pekan jonottamaan — akkusatiivi tuntuu mahdottomalta
(TP17)
‘Matti makes Pekka queue — the accusative seems impossible here.’

(7b) Matin kassa ei palvele Pekkaa (TP18)
‘Matti’s cash desk does not serve Pekka.’

(7¢) Muut pdidsee ohi, Pekka vaan joutuu seisomaan jonossa (TP11)
‘Others are let in, but Pekka has to stand in the queue.’

(7d) Pekka on jonossa (tietyn ajan), koska Matti on késkenyt niin (TP2)
‘Pekka waits in the queue (for a certain time) because Matti has ordered

>

SO.

The only clearly double-causative interpretation of all jonotuttaa sentences
encoding an additional actor argument between the SAD (Matti) and Pekka is
one of the responses to sentence (13). In Table 7, this interpretation of Pekka
is referred to with the excacter notation SAR1. Consider this sentence in (8):
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(8) Matti kiiskee jotakuta jonottamaan Pekkaa (TP1)
‘Matti orders s.o. to make Pekka queue.’

Matti jonotuttaa Pekan uuvuksiin (11)

Sentence (11), the resultative construction of jonotuttaa [SAD, SARacc,
RESADIII], is the third most approved sentence in the entire test, with an
average value of 6.1. A typical response to this sentence is given in (9a), but
the situation can also be understood in such a way that Matti also queues (see
9b). It is noticeable that the test subjects tended to explain the resultative
event.

(9a) Matti on kdiskenyt Pekan jonottamaan ja Pekka on jonottanut
uupumiseen asti (TP2)
‘Matti has ordered Pekka to queue and Pekka has queued to the point of
exhaustion.’

(9b) Matin kanssa jonottaminen saa Pekan uuvuksiin (TP19)
‘Queuing with Matti makes Pekka exhausted.’

Matti jonotuttaa tunnin (5)

In sentence (5), with the structure [SAD, OARobj], Pekka is not
expressed, but the interpretation of the derivative is remarkable. The majority
of responses (12) indicate an implicit actor in the proposition of (5), whereas
there were four test subjects who interpreted the verb jomnotuttaa as being
equal to its root verb jonmottaa ‘to queue’. Additionally, in three responses,
both possibilities were presented. There was also one person who did not
understand the sentence (but explained the problem by the lack of an object).
Examples (10a-b) represent the responses with an intermediate actor and
example (11) a synonymous interpretation with the root verb.

(10a2) Muut joutuvat jonottamaan tunnin Matin takia (TP7)
‘Others end up queueing for an hour because of Matti.’

(10b) Matti on esim. portsari ja avaa ravintolan oven vasta tunnin pddstd
aukeamis-ajankohdasta (TP11)
‘Matti is for instance a bouncer and does not open the restaurant
door until an hour after opening time.’

(11) Matti jonottaa tunnin (TP6)
‘Matti queues for an hour.’

In general, the responses to the verb jonotuttaa ‘make s.o. queue’ show, in
certain aspects, a different pattern than the other tested verbs (ompeluttaa
‘make s.0. sew’ and sydtdttdd ‘make s.o. eat’). The structures that received
high acceptability results with ompeluttaa and sydtdttida, [SAD, OARobj,



SARade] and [SAD, OARobj], were more lowly ranked by the test subjects
in connection with jonotuttaa. The sentences corresponding to the mentioned
structures are (5) and (8), with 1.8 and 2 points on average respectively. The
explanation for these results seems to be that a situation where Pekka has to
stand in a queue requires clarification of the reason. The temporal expression
as an adverbial of amount in the object case tunnin ‘for an hour’ seems not to
be sufficient in this respect; an OAR, a more prototypical object, is required.
The responses to sentences (5) and (8), respectively, illustrate the need for an
explanation:

(12a) Matti késkee muita jonottamaan, mutta miti? (TP1)
‘Matti orders others to queue, but for what?’

(12b) Matti kiiskee Pekan jonottamaan tunnin ajan (mutta mitd?) (TP1)
‘Matti orders Pekka to queue for an hour (but for what?).’

However, there is also a parallel between the high transitivity verb
ompeluttaa and the low transitivity verb jonotuttaa in that they obtain low
average rating for the structure [SAD, SARacc], whereas the middle
transitivity CSD sydétdtyttdic receives quite a high result for this structure. As
a final remark on the rewordings with jonotuttaa, we can ask about the nature
of causation in the constructions with joutua ‘to end up with, run into’, antaa
‘to let’ and pitdd jonossa/odottamassa ‘to keep in a queue/waiting’. Is the
expressed situation causative or permissive? The SAD in these cases is given
the power to prevent the activity of the SAR, but does not do so.

3.1.4.4 Language instinct test summarized

After the verb-specific analysis of the test results above, I will return to the
overall perspective of the test. The central questions in this section are: how
do the tested verbs adapt the alternations of sentence structure? Do the
language instinct test results correlate with the assessments of the sentences
made in the syntactic test in section 3.1.3? What does the language instinct
test reveal about the acceptability respective comprehension of the sentences?
What are the benefits and weaknesses of this type of test and how can it be
improved? To begin, let us look at an overview of the acceptance of the
argument structures by tested CSD. Table 8 presents the average
acceptability results in terms of the the argument structures for each verb. I
have marked the results on the structures that received mainly different
interpretations of ‘Pekka’ than the active SAR in bold typeface (compare also
with the verb-specific tables 3, 5 and 7 in sections 3.1.4.1-3.1.4.3).
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Table 8. Sentence structures and average acceptability results of tested verbs

ompeluttaa Syotdttdd Jjonotuttaa
‘make s.o. ‘make s.0. ‘make s.0.
sew’ eat’ queue’
[SAD, OARobj, SARade] 8.1 53 2

[SAD, OARobj] 9.1 52 1.8
[SAD, SARpart] 3.3 4.8 43
[SAD, SARade] 4.1 1.6 2.3
[SAD, SARacc, 2.1 5.6 6.1
RESADItra/ill]
[SAD, SARacc] 1.7 4.9 2

These results show that the verbs differ quite a lot in their adaptation of
argument structures. The most divergent structure is [SAD, OARobj], which
received the highest result of the whole test (9.1) in connection with
ompeluttaa, 5.2 on average with sydtdttdd and just 1.8 with jonotuttaa. The
structure that was given most equal points was [SAD, SARpart], with
average acceptability points of 3.3, 4.8 and 4.3 for each verb respectively.

Analysis of the paraphrasing of the CSD sentences in sections 3.1.4.1-
3.1.4.3 shows that the interpretation of the sentences is in some cases found
outside of the expected argument structure of the CSDs. The crucial factor in
argument structure construal is the interpretation of the (expected) SAR i.e.
Pekka in the tested sentences. Besides the SAR, it can be interpreted as the
OAR, the locative, the instrumental or the reason (because of Pekka) for the
activity expressed by the root verb. A correlation can be seen between the
argument structure variations and the responses with an open SAR
interpretation — the sentences interpreted most frequently beyond the actor-
SAR of Pekka are accepted least. In contrast, the sentences that obtained the
highest acceptability values were those with no interpretations of Pekka other
than as the SAR.

The verb sydtdittdic stands out in the sense that it adapts the alternations of
syntactic structure quite well despite the variations of interpretation of Pekka.
However, the lowest accepted sentence with sydtdttdcd is the structure [SAD,
SARade], which was also given the most Pekka interpretations other than as
the SAR (both SAR1 and SAR2) in respect to other syotdttcd sentences. This
sentence structure is also disapproved of and ambiguous with jonotuttaa. The
element SARade seems to be the source of ambiguity when it comes to the
vebs sydtdttdd and jonotuttaa. 1 conclude that if the actor reading is not
obvious and supported, for instance, by context, other functions of the
adessive case are activated.

The object case alternation of the SAR is a further factor that can affect
argument structure interpretation. Recall the discussion of the structures



[SAD, SARacc] and [SAD, SARpart] of ompeluttaa indicating that the
SARpart receives a stronger actor interpretation, whereas the accusative case
triggers other readings as well. In connection with sydtdttdd, object case
variation seems to have a merely aspectual function. The structure [SAD,
SARacc] tends to be rejected in connection with jonotuttaa, whereas in the
resultative construction, the SARacc is rated highly.

Depending on the lexical properties of the root verb, roles of Pekka than
the abovementioned can also be triggered, like the receiver of the OAR in
connection to ompeluttaa and the implicit ‘food’ (the OAR) in connection
with sydétdttdd. The appearance of Pekka in object cases or in the adessive
contributes differently to interpretation by tested verb. Whereas most of the
test subjects comprehended Pekka as the actor-SAR in the SARade-structures
of ompeluttaa, the same relation holds with the sentences with Pekka in the
object cases of jonotuttaa.

I return now to the analysis of the test results as a whole. How are the
sentences ranked according to the received points? Table 9 presents the
average evaluation values, standard deviation results and total points of all of
the tested sentences in acceptability ranking order (to trace the actual
sentences more easily, compare to (3) below). The acceptability ranking
order of the tested sentences can be visualised in the form of a diagram as in
Figure 3, from highest to lowest value.

Table 9. Results in acceptability order

Acceptability Sentence Average Standard Total
no. deviation

1. 7 9.1 1.2 181
2. 1 8.1 2.2 162
3. 11 6.1 34 122
4. 18 5.6 3.0 112
5. 6 5.3 3.5 105
6. 12 5.2 2.9 103
7. 4 4.9 3.1 97
8. 15 4.8 2.8 96
9. 2 4.3 2.9 85
10. 14 4.1 34 77
11. 17 3.3 3.3 65
12. 16 2.3 2.3 45
13. 3 2.1 2.6 41
14. 8 2 1.9 40
15. 13 2 2.2 40
16. 5 1.8 2.2 36
17. 9 1.7 2.2 33
18. 10 1.6 1.5 31
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Figure 3. Average values in acceptability order

The line in Figure 3 illustrates the difference between the clear and
unclear sentences quite explicitly. The acceptability values show a noticeable
grouping of sentences. Firstly, there are two sentences with outstandingly
high rates: sentences 7 and 1, with average values of 9.1 and 8.1 respectively.
The second group comprises sentences between the values of 3 and 6 (11, 18,
6, 12, 4,15, 2, 14 and 17 — nine sentences in total). The third group consists
of seven sentences — 16, 3, 8, 13, 5, 9 and 10; these all fall below an average
value of 3. The first group incorporates unquestionably clear sentences; the
third group can be assessed as unclear. The sentences that fall between these
extremes can thus be considered the intermediate group. I present the
sentences of these three groups according to their acceptability values from
higher to lower (the number in brackets standing for the sentence number) in
(3). For comparison with the syntactic test classification of sentences, I mark
the unclear sentences from the syntactic test with (#); as the progression of
the sentences in (3) shows, the assessments quite closely match. The last two
sentences in the intermediate group, (14) and (17), are classified as unclear in
the syntactic test but assessed as relatively comprehensible in the language
instinct test. I assume that these are borderline cases: sentences that need
further supporting context in order to be accepted.



(3) Clear and unclear sentences according to language instinct test

I Clear sentences:

1. Matti ompeluttaa puvun (7)

2. Matti ompeluttaa Pekalla puvun/pukua (1)
II Intermediate group:

3. Matti jonotuttaa Pekan uuvuksiin (11)
. Matti syotattdad Pekan kylldiseksi (18)
. Matti syotittdd Pekalla puuron (6)
. Matti syotéttdaa puuron (12)
. Matti syotéttdaa Pekan (4)
. Matti syotattdaa Pekkaa (15)

9. Matti jonotuttaa Pekkaa (2)

10. #Matti ompeluttaa Pekalla (14)

11. #Matti ompeluttaa Pekkaa (17)
IIT Unclear sentences:

12. #Matti jonotuttaa Pekalla (16)

13. #Matti ompeluttaa Pekan komeaksi (3)

14. #Matti jonotuttaa Pekalla tunnin (8)

15. #Matti jonotuttaa Pekan (13)

16. #Matti jonotuttaa tunnin (5)

17. #Matti ompeluttaa Pekan (9)

18. #Matti syotittad Pekalla (10)

03N L B

Thus, based on the acceptability estimation of the test subjects, we can say
that the assessment of the clear and unclear sentences in the syntactic test
holds quite well. All of the group III sentences are marked as unclear, as well
as sentences (14) and (17) in group IL.

Surprisingly, the sentence Matti ompeluttaa Pekkaa (17) does not fall into
the obviously unclear group according to the test subjects; it is the last
sentence in the intermediate group. As discussed in connection with the
paraphrasing of ompeluttaa, it appears that a high transitivity CSD allows the
actor SAR to also occur in the partitive case. What makes this sentence
ambiguous is the open interpretation of the SAR — is it the performer of the
action (the SAR) or the patient or target of the action (the OAR)? By way of
comparison, the sentence Matti ompeluttaa puvun (7), where the OAR occurs
as an object with the same verb, obtained the highest results (9.1).
Nevertheless, the test shows that it is pessible to link the SAR with the object
position even when the CSD is derived from a high transitive base like
ommella ‘to sew’ even without context. This is a significant result in light of
the assumption that the SAR occurs in object cases when the curative verb is
derived from an intransitive root; in the case of transitive roots, the SAR is
expected to occur in the adessive case (see for instance Kytomaiki (1989:
62)).

In the case of syotdttdd, the SAR and OAR are almost identically accepted
in the object position. Consider the sentences Matti sydtdttdd puuron (12) and
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Matti sydtdttiid Pekan (4): the average acceptability value of these sentences
is 4.8 and 4.3 respectively. This confirms the flexible argument structure of
medium transitivity verbs. Another interesting result is that the sydtdttdc
structures with the SAR in object case alterations, [SAD, SARpart] and
[SAD, SARacc], were almost equally accepted by the test subjects. The
sentence of the later variant, Matti sydtdttid Pekan (4), which 1 expected to
be an unclear sentence, is surprisingly ranked even slightly higher (with an
average of 4.9) than Matti syotdttid Pekkaa (15), which earned 4.8
acceptability points on average. In contrast, the high transitivity verb
ompeluttaa and the low transitivity verb jonotuttaa differ from sydétdtyttdici
regarding acceptability of the last sentence type — sentences (13) and (17) are
placed in the unclear sentence group (see also 3.1.4.3).

It is remarkable that the resultative constructions with jonotuttaa and
syotdttdd receive high acceptability rates; they are ranked third and fourth.
The resultative construction with ompeluttaa in turn received on average just
2.1 points, and is placed in the unclear sentence group. Low and medium
transitivity verbs thus adapt the resultative construction with the SARobj
considerably more effectively than high transitivity verbs. There is also a
difference between these verbs in terms of how Pekka is interpreted in the
resultative construction. With ompeluttaa, there is only one reading of Pekka
as the SAR; in the majority of responses (14), he is interpreted as the receiver
and in three cases as the OAR. Most of the responses to syotdttcid and
Jjonotuttaa in the resultative construction indicated that Pekka was the SAR.

Another noticeable observation is that as many as five sentences with the
verb sydtdttdd are placed in the first part of the acceptability order i.e. these
were rated relatively highly, between 4.8 and 5.6. The lowest accepted
sentence of all is the 6th sentence with sydtdttdd: Matti syatdttdid Pekalla (10)
of the structure [SAD, SARade]. This structure is ranked more highly in
connection with jonotuttaa, in twelfth place (the first sentence in the unclear
group). The d-sentence with ompeluttaa is surprisingly placed in the
intermediate group. In connection with sydtdttdd and jonotuttaa, the curative
sentence thus seems to behave in a similar way to the resultative construction
— in order to license the SARade, there has to be an object.

Figure 4 demonstrates the standard deviation chart in order of the
acceptability of the test sentences (compare to Figure 3, the average values in
acceptability order). The diagram shows an interesting regularity: the
sentences in the first and last group all have values under 2.6, whereas the
middle group shows the highest standard deviation values, between 2.8 and
3.5. The intermediate group can be considered to comprise the most
ambiguous sentences; the acceptability of these sentences depends on the
imagination of language users — their ability to create suitable contexts for
sentential alternations. There is thus a tendency for test subjects to be most in
agreement about the clearest and unclearest sentences; the intermediate group
divides opinions most.
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Figure 4. Standard deviation values in acceptability order

For a better understanding of the correlation between the values operating
here, I have merged the lines of the average acceptability of the tested
sentences in order from highest to lowest value (Figure 3) and the standard
deviation values (Figure 4) in Figure 5. The dotted lines mark the grouping of
the sentences (see (3)).
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Figure 5. Average acceptability and standard deviation

Does the test estimation of sentences reflect how well the test subjects
understood the sentences? An observation based on the test results is that the
acceptability assessment does not directly correlate with the comprehension
of the sentences. Even sentences which are not approved of are often
paraphrased. Consider for instance rewording (la) given for sentence (3)
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Matti ompeluttaa Pekan komeaksi, marked with O points on the acceptability
scale:

(1a) Matti tekee Pekalle kauneusleikkauksen, jonka avulla Pekasta tulee
komea (TP6)
‘Matti does plastic surgery on Pekka which makes Pekka look
handsome.’

The ability of language users to develop a possible context for a sentence
can make a generally disapproved of sentence acceptable. For instance the
Jjonotuttaa sentence (16) Matti jonotuttaa Pekalla, with quite a low average
acceptability result of 2.3, received the maximum 10 points from a test
subject who associated the proposition with a concrete situation.

(2a) Matti kéiskee Pekan jonottaa (esim. Neuvostoliitossahan tdtd tehtiin)
(TP1)
‘Matti orders Pekka to queue (for instance in the Soviet Union, where it
was common).’

In my opinion, cases where the test subjects said that they did not
understand a sentence should be treated with caution. The test subjects may
have said ‘I do not understand’ but still paraphrased the sentence or pointed
out that the problem lay, for instance, in the ‘wrong’ case. The meaning of an
ungrammatical sentence can thus still be inferred if a person succeeds in
identifying the argument structure. Hence, this type of language instinct test
indicates that the understanding of a sentence is a more complicated issue
than it seems at first. The relativity of understanding something is essentially
a philosophical question. The relationship between comprehension and
acceptability raises questions about language instinct and its functioning
principles more broadly.

The purpose of the language instinct test as used here was to open up new
perspectives on the phenomenon of CSDs and to present an in-depth
description of the syntactico-lexiacal properties of the tested verbs. However,
generalizations should be made with care; the rules of language use are
marked by larger tolerance than grammatical rules alone. I am also aware of
the limitations of the test as used in the study — the sentences are presented
without any explicatory context and the test includes no control sentences.
Nevertheless, the language instinct survey serves for the present purpose,
which is to highlight the intuition of language users in a simple way. The
paraphrasing explains relatively well how the argument structure of the verbs
in question is understood, and the acceptability assessments hint at the
grammaticality of the sentences. Thus, this test functions as support for
linguistic analysis and as a complement to argumentation.



The test in its present form also functions well in mapping the possible
contexts of a lexeme one intends to examine. Are the unclear sentences more
acceptable if there is contextual support for SAR interpretation in ambiguous
cases? The test could be developed further by creating larger contexts and
embedding the target sentences in these contexts. One outcome of the test as
carried out in this study has been that the test has the potential to be
developed through more restricted or varied criteria. It generates ideas about
possible directions for future investigation. The paraphrasing in particular
highlights the methods of interpretation that language users use. What
happens by varying the contexts systematically? Would the acceptability
values rise if the context was more specific and extensive? For instance, if
there were a context supplying a reason for Matti’s causing Pekka to queue,
would the sentences with low acceptability results receive greater approval?
In what contexts are the sentences grammatical? As an option, the sentences
could be presented in a constrained context, and the effect of this on the
interpretations studied. Another way would be to ask the test subjects to
come up with possible contexts for the sentences.

Naturally, the verb selection criteria and the sentence types could also be
varied. By changing the values and form of the test, different factors would
need to be controlled. For instance, by including control sentences among the
target sentences, the limits of the test should be considered. I have already
completed and carried out an analogous survey as a pilot test including
control sentences, with the result that the test became too much for the
subjects (taking, on average, 40 minutes to complete). Therefore, | arrived at
a shorter version of the test. Based on my observations, the subjects remained
alert throughout the test and their responses were written while in this
condition.

In regard to future research, the test could also be repeated as is, in order
to prove the results of the test carried out here. Would the response be
similar? The sample of test subjects could be widened, and the results
compared to the present ones. The repeated test could also present an
opportunity to acquire a more profound understanding of the contexts in
which the sentences occur. Also, the underlying modal accent expressed by
the different (auxiliary) verbs used in the paraphrasing is a phenomenon
worth examination. At this point, I leave closer experimental investigation of
the argument structure and the effect of language instinct on #z4-causatives
for future research.
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3.2 Linking from LCS to syntactic arguments

The previous discussion in this chapter concerned the syntactic behaviour of
CSDs from the point of view of the transitivity of root verbs. As we saw,
intransitive root verbs can take a provisory object or an object-like modifier,
which also function in connection with the derivative structure; this allows
the use of the adessive adjunct in the CSD sentence type [SAD, OARobj,
SARade]. Thus, measure phrases, cognate objects and adverbials of duration
and frequency can function as objects with a generally intrasitive verb and, as
a result, operate like transitive verbs. On the other hand, a CSD derived from
a transitive verb can correpond to the prototoype 2 structure expressing the
SAR in the partitive (see the discussion about ompeluttaa ‘make s.o. sew’ in
section 3.1.4.1). This shows that transitivity is not a constant quality and that
its status as a lexical property is problematic. At least in Finnish, transitivity
emerges as the possibility of verbs having an object argument (see P. Leino
1991: 30-35). Therefore, in addition to syntax, the semantics of a sentence
and the mapping between these two levels should be considered in verb
analysis.

The second part of chapter 3 focuses on the mapping relations between
syntactic, morphological and thematic arguments. I start by establishing the
DA (direct argument)-linking of morphoroles. Here it is helpful to recall the
rules determining intermediate DA-linking. Nikanne (1997c: 92, 88) states
that argument linking is determined in the following order:

(1) Identify the potential DAs following general DA derivation principles: (a)
if a function in the lexical f-chain requires a theta-argument, then this
theta-argument is a potential DA; (b) if a theta-argument is marked implicit
(D) in the LCS, it is not a potential DA; (c) the potential DAs are ordered
from left to right: DA1, DA2 (see also section 2.2.2).

(2) The first potential DA in the thematic hierarchy is DAI.

(3) The next potential DA in the semantic hierarchy is DA2.

(4) Any other syntactic arguments must be licensed by structure-specific
linking rules.

The argument linking in default cases can thus be illustrated as in (5):

5 SUBIJ OBIJ syntax
( y
DAl DA2 linking between syntax and CS
[ 1 [] cs
T T
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I assume that for the argument-linking of derived causatives it is
important to consider the argument division of the root verb. For a more
transparent description, I will include the morpholexical level (see also
section 2.2.2) in the intermediate linking device. The morphorole level is
assumed to be part of the linking system, located between the thematic tier
and the DA level. The argument linking system of the CSDs study can be
outlined as in (6):

(6) SUBIJ OBJ syntax

DAL DA2 linking between syntax and CS

SAD  OAR>SAR

[] [ ] cs

Figure (6) can be seen as the regular object-linking configuration for
CSDs. The argument linking principles above suggest that if a potential DA
is available, it fills the argument place. In addition, the default choice for the
position of the DA2 is the OAR; if the OAR for some reason does not fill the
DAZ2 position, it is available for the SAR. Hence, the DA2 arguments can be
of different types, both semantically and regarding the morphoroles they are
linked to. Consider, for instance, the following examples of the verb gjattaa
‘make s.o. drive’ in (7-9), illustrating the variety of DA2-fillers:

S?Rpart
(7) MM-Rallit: Skoda ajattaa kahta suomalaista Acropolis-rallissa.
Rally WC: Skoda-nom drive-caus two Finns-part Acropolis-rally-ine
‘Rally WC: Skoda puts two Finns behind the wheel at Acropolis rally’
(http://ralli.net/modules.php?name=News&file=article&sid=657,
24.10.2005)

OTRpart
(8) Jos piddamme sitd tallin edun mukaisena, niin aiomme ajattaa kolmatta
autoa, McLaren-tallista kommentoitiin tilannetta.
we will drive-caus third-part car-part
“If we consider it beneficial for the team, we will make [s.0.] drive a
third car,” said the McLaren team.’
(http://www.mtv3.fi/urheilu/f1/uutiset.shtml?336650, 24.10.2005)
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?
|
(9) McLarenin olis pitdny ottaa sellanen ihan pieni riski; ajattaa Kimilld vi-
hdin epdonnistunut aika” [drive-caus Kimi-ade “a bit failed time”-nom]
‘McLaren should have taken a risk that small: making Kimi drive “a
slightly weak time”.’
(www.ssbet.com/bb/?a=reply&t=205&r=905, 24.10.2005)

Examples (7-9) illustrate the flexibility of the argument structure of the
verb gjattaa ‘make s.o. drive’ — not only the SAR (in 7) or the OAR (8) can
assign the DA2 position, but also a phrase expressing the duration of the
activity (9). The DA2 of (9) is a time expression in the accusative objective
case characteristic of sports contexts (P. Leino 1991). Can this atypical object
be regarded as a complement of the predicate verb’*? Note that sentence (9)
also includes the SARade; according to the regularity stated in principle II in
section 3.1.3, there must be a constituent in the object position, an OAR or
OAD, in order to license the SARade. The object of (9), vahdn epdonnistunut
aika ‘a slightly weak trial time’, is perhaps not a prototypical object, but we
can interpret it as a potential object. In order to define the structure-specific
linking rule to describe cases like (9), we need an exacter notion for diverse
non-typical objects like measure phrases and adverbials of duration and
frequency. I refer to this kind of optional complement of a verb using the
abbreviation ORadj. The ORadj is defined in (10):

(10) ORadj — the optional object or adjunct of the root verb in the object
place

I assume that even though the ORadj is not a lexically determined
argument, it is linked to syntax via the DA level. The linking relation of the
ORadj is described in (11):

(1) SUBI  OBJ

Dz;kl D;;GQ
SAR ofaadj
(1 [ ]
1 1
R f]

32 There are verbs with exceptional argument linking like /dhestyd ‘to approach’, siséltyc “to
be included in’ and saada ‘to receive’. See the analysis in Nikanne (1994).



Hence the ORadj can also be linked to the object position in Finnish
(compare (6) and (11)), and there are three potential DA2s on the
morpholexical level: SAR, OAR and ORadj. We will return to the linking of
the ORadj in sections 3.3.3-3.3.4. The argument above suggests that there is a
hierarchy determining the DA2 linking of CSDs to the morpholexical level,
formulated in (12). Note that the OAR is ranked higher than the SAR in DA2
selection (recall also principle III in section 3.1.3, which states that the SAR
is in the second position after the OAR in order to be licensed as the DA2).

(12) OAR > SAR > ORadj

The argument above suggests that when the DA2 position is filled, the
sentence has an object, reflecting the idea that verb transitivity is a flexible
linguistic rule. Potentially, every verb is transitive if it has a linguistic
element in the object position, and intransitive if it occurs without it. This can
be seen as a simple approach to syntax — from the syntactic point of view, it
is not essential what kind of object is in the object position. The flexible
nature of verb transitivity supports the idea that regularities in grammar may
differ in how absolute they are — there can be grammatical principles with
definite status and those with flexible or prototypical status.

3.3 Lexical conceptual analysis of test verbs

In the previous sections we examined the syntactic properties of CSDs using
examples of different types of root verbs and determined the general linking
system that governs mapping between the morphorole and DA system. The
next step is to integrate the morphology and syntax with the conceptual
structure analysis of CSDs. The intermediate linking level, including the DA
system and the morphoroles, is also included in this analysis. The conceptual
structure analysis relevant to the present purposes comprises the thematic tier
with the temporal structure, where needed. The focus is here is on linking
system analysis in particular, not an exhaustive semantic description of the
verbs. In order to keep the thematic tier analysis as simple and readable as
possible, I will leave out the feature analysis (the organization of conceptual
structure is discussed in section 2.2.1). Action tier functions are not included
in this study, since the action tier is not assumed to be relevant to argument-
linking (see Nikanne 1004: 206); the action tier of CSDs is the subject matter
of chapter (5).

My aim in sections 3.3.1-3.3.3 is to examine the LCS of the six verbs
tested in different syntactic surroundings in section 3.1. For each verb I will
analyse the a-sentences, regarded as the complete prototypical sentences of
the CSDs, and additionally the sentences that appear to be ‘clear’; the results
of both the syntactic and language instinct tests will be taken into
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consideration. I expect the conceptual analysis to reveal the lexical properties
of the verb in question. The main questions are thus the following:

- What is the conceptual structure of the verbs tested in section 3.1?

- How does linking from the LCS to the morphorole level and syntax
function, and does the inclusion of the morpholexical level benefit lexical
analysis?

- What are the well-formedness conditions that make the sentences ‘good’
CSD-sentences?

- What does the analysis reveal in relation to the CSD prototype patterns
defined in section 2.4.2?

- What are the consequences regarding the notion of transitivity?

I expect these aspects to provide an insight into the matter of the lexically
encoded information of the verbs in focus.

3.3.1 High transitivity verbs

I will begin the conceptual structure analysis with the high transitivity verbs
ompeluttaa ‘make s.0. sew’ and teettdd ‘make s.o0. do’. The syntactic test in
section 3.1 indicates that the ‘clear’ sentences with these verbs are the a- and
b-sentences with the structures [SAD, OARobj, SARade] and [SAD,
OAROobj] respectively. There is one difference compared to the syntactic test:
the c- and d-sentences of ompeluttaa are not marked as being unclear here,

due to the results of the language instinct test (see the discussion in section
3.1.4.4):

(1) ompeluttaa ‘make s.o. sew’: ompele + ttA [sew-caus]

a. Matti ompeluttaa Pekalla puvun/pukua.  Matti sew-caus-3sg Pekka-ade dress-
acc/-part

b. Matti ompeluttaa puvun/pukua. Matti sew-caus-3sg dress-acc/-part

c. Matti ompeluttaa Pekkaa. Matti sew-caus-3sg Pekka-part

d. Matti ompeluttaa Pekalla Matti sew-caus-3sg Pekka-ade

e. #Matti ompeluttaa Pekan komeaksi. Matti sew-caus-3sg Pekka-acc
handsome-tra

f. #Matti ompeluttaa Pekan. Matti sew-caus-3sg Pekka-acc

(2) teettdd ‘make s.0. do’: teke + ttA [do-caus]

a. Matti teettdd Pekalla talon/taloa Matti do-caus-3sg Pekka-ade house-
acc/-part

b. Matti teettdd talon/taloa. Matti do-caus-3sg house-acc/-part

c. #Matti teettdd Pekkaa Matti do-caus-3sg Pekka-part

d. #Matti teettdd Pekalla. Matti do-caus-3sg Pekka-ade

e. #Matti teettdd Pekan aikuiseksi. Matti do-caus-3sg Pekka-acc adult-tra

f. #Matti teettdd Pekan. Matti do-caus-3sg Pekka-acc




The semantics of ompeluttaa and teettdd are associated with production
verbs. According to Pajunen (2001: 162-163), production verbs express the
making of an entity from a material, the change in a form of an entity from
one to another, or the making and creating of something (for instance food);
typically, the object would not exist without the activity expressed by the
verb. I assume that production verb structure can in general be analysed as in
(1). The subordinating function BY expresses the actual type of production.
What distinguishes the production verbs is that the theme referent undergoes
a forming process. In an atelic situation, the process is directed towards a
final shape (the ‘whole’) of the theme, whereas in a telic event, the result is
reached and the product is complete (expressed by the function TO).

(1) [] [] [WHOLE]

1 ! t
CAUSE — GO — TO/TOWARDS

BY[ ]

Analysis of the LCS and the linking relations of sentence (la) Matti
ompeluttaa Pekalla puvun ‘Matti has Pekka sew the dress’ is given in (2).
The verb ompeluttaa ‘make s.0. sew’ encodes the production verb properties
with an additional causation. According to Framenet™, the verb root adapts
the attaching frame, covering two situations: “a scene in which somebody
causes one thing to be physically connected to something else; or a scene in
which somebody causes two things to be connected to each other”. The
manner of connecting the objects is characteristically making stiches using a
needle and thread. This is compacted in (2) into the BY phrase; the scope of
BY covers the structure within the nearest brackets:

(2) Mattiy ompeluttaa, Pekalla, puvuns.
Matti sew-caus-pres-3sg Pekka-ade dress-acc
‘Matti has Pekka sew the dress for him.’

33 Lexical information on ‘to sew” was sought from the framenet homepage at
http:/framenet.icsi.berkeley.edu.
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Mqtti; ompeluttaa; Pekallay puvuns.

DAl———— DA2
S;LD SAR OAR
MATTI; PEKKAYL DRESS: [WHOLEJ

1 t t t
CAUSE; — | CAUSE; — GO; — TO,

Social

BY [SEWING]

The verb ompeluttaa ‘make s.o. sew’ in the LCS of sentence (2) has two
DA arguments linked to the thematic arguments causer (‘Matti’) and theme
(‘dress’). The arguments with the DA status are the SAD and the OAR; the
SAR appears as the implicit agent, marked with index I, and is thus not a
potential DA. The semantic field of the first causation is social; in order to
keep the CS description as simple as possible, I do not analyse other semantic
fields here.

The structure of the b-sentence Matti ompeluttaa puvun ‘Matti had the
dress sewn’ differs from (2) only in that the implicit SAR is not syntactically
expressed; therefore I will not carry out a separate analysis of this sentence.

According to the language instinct test, the sentences Matti ompeluttaa
Pekalla of the structure [SAD, SARade] and Matti ompeluttaa Pekkaa [SAD,
SARpart] (both can be translated roughly ‘Matti had Pekka sew’) were
accepted with relatively high results. These sentences belong to the
intermediate group of acceptance, occupying tenth and eleventh places
respectively (see (3) in 3.1.4.4). Since Pekka in the sentence Matti
ompeluttaa Pekalla was in most (15) cases interpreted as the SAR, this
affects the general LCS of ompeluttaa by leaving the theme argument
arbitrary. The focus of the sentence is not on the result of the sewing but on
the sewing itself; we do not know if the object being sewn will be completed
or not. The verb ompeluttaa lacks its production verb feature in this sentence,
manifested through the implicit goal argument ‘whole’, given that the
condition of production is that a product is completed. Thus, in this sentence,
this CSD functions as an intransitive verb focusing on the activity. The
sentence Matti ompeluttaa Pekalla is analysed in (3). The significant aspect
of this structure is the linking configuration of (3). Note that it has only one
DA argument, because no syntactic object is expressed in this sentence. Also,
the OAR is not expressed.



(3) Matti ompeluttaa Pekalla
Matti sew-caus-pres-3sg Pekka-ade dress-acc
‘Matti had Pekka sew.’

Matti3 ompeluttaa; Pekallay

DAl-———————— DA2
| |
SAD SAR
MATTI; PEKKA; ARB

1 1 1
CAUSE; — CAUSE, — fi

Social

BY [SEWING]

The c-sentence Matti ompeluttaa Pekkaa (17) of the structure [SAD,
SARpart] also proved that a high transitivity CSD allows the actor-SAR to
occur in the partitive case according to the language users’ intuition. As was
discussed in 3.1.4.1, 11 test subjects out of 20 encoded the sentence with
Pelkka as the actor-SAR. Analysis of this sentence thus corresponds in
general to the previous structure. The difference lies in the linking
configuration: the DA?2 is assigned and linked to the SAR, but the OAR is
also understood here as an arbitrary argument. Also here, the focus is on the
sewing itself, not what is sewn. Notice that the DA2 here is linked to the zone

3 argument. Consider the analysis in (4):
(4) Matti ompeluttaa Pekkaa

Matti sew-caus-pres-3sg Pekka-part
‘Matti had Pekka sew.’

Mattis ompeluttaa; Peklcaay

DAl-———————— DAZ
| |
SAD SAR
|
MATTI: PEKKA, ARB

f t f
CAUSE, — CAUSE; — fi

Social

BY [SEWING]
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In summary, we can also draw conclusions about the semantics of the
verb ompeluttaa by considering the consequences of (3) and (4): as a verb
becomes an activity verb, the meaning of the root verb is no longer the focus.
The lexical entry of ompeluttaa can be described as in (5); the description is a
recognition of the fact that the verb meaning involves various aspects that are
not all visible in its argument structure. The stripped-down form of (5)
reflects the ability of this verb to show both the properties of the production
verb as well as the activity verb. In other words, even a CSD can apply the
activity verb pattern and abandon the resultative characteristics of a highly
transitive verb.

(5) Lexical entry of ompeluttaa ‘make s.o. sew’

/ompeluttaa/ )
v
[] [T []
t 1 t
CAUSE — | CAUSE — f._.
Social
\ [BY SEWING] g

The second high transitivity verb in the syntactic test is teettdd ‘make s.o.
do/make’. This verb can be regarded as a hypernym for production verbs
displaying a considerably larger extensional scope than ompeluttaa ‘make
s.0. sew’. The actual type or manner of activity depends highly on the theme
referent, whose nature is not specified in the lexical entry of teettdd.
Therefore, the LCS of teettddi does not include a subordinating structure (like
the BY structure of ompeluttaa) specifying the manner of the making in
question. Hence, the role of theme argument is crucial to the meaning of the
sentence; without the OAR, the meaning is incomplete. It is also the OAR
that enables us to specify the way the theme is processed (and possibly to add
the BY structure). Because of the obligatory nature of the OAR argument, I
consider the sentence types [SAD, SARade] and [SAD, SARpart] unclear in
connection with teettdd, even though these structures were found acceptable
with ompeluttaa. In other words, Pekka cannot be interpreted as the SAR in
the c- and d-sentences.

There are consequently only two clear sentences with similar DA2-OAR
linking: the a- and b-sentences. The a-sentence Matti teetticd Pekalla
talon/taloa ‘Matti has Pekka build the house’ is analysed in (6). As we can
see, the conceptual analysis and the linking relations here are almost identical
to the a- and b-sentences of ompeluttaa (compare to (1)). Also, the lexical
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entry of teertdd given in (7) corresponds to that of ompeluttaa (compare to
(4)), with the difference being that the manner of activity is not specified, but
the root verb structure maintains the character of the production verb.

(6) Matti teettdici Pekalla talon

Matti do-caus-pers-3sg Pekka-ade house-acc/-part
‘Matti has Pekka build the house’

Mattis teettéid; Pekallas talon;s

SAD SAR OAR
MATTI; PEKKAL  HOUSEs [WHOLE]

1 1 t t
CAUSE; — CAUSE; — GO; — TO

Social

(7) Lexical entry of teettdici ‘make s.o. do/make’

Jteettdd/ )
v
[ ] [ I [ 1 [WHOLE]
1 1 1 1
CAUSE — CAUSE — GO — TO
|
\_ Social y

Based on the analyses in (2) and (6), we can generalise the conceptual
structure and linking relations of high transitivity production verbs as in (8):

(8) Structure and linking system of high transitivity verbs — SARade-
structure

DAl —————— —— D_A2

SAD SAR oj:qR

[ ] (0
1 t t

CAUSE — CAUSE — f2..

Social
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Nevertheless, as was discussed with example (4), high transitivity CSDs also
enable the linking of the SAR to the DA2. Thus, the linking configuration in
(9) is also valid for high transitivity CSDs.

(9) Objective SAR structure

CAUSE — {3 __

Social

Why do language users accept the DA2 linking to the SAR as in example
(3)? The explanation can be found in the prototype structures as briefly
defined in section 2.4.2. Whereas the linking configuration of (8) corresponds
quite directly to prototype 1, the pattern in (9) matches prototype 2. Thus, the
intermediate argument linking configuration (the DA and morphorole level)
determines which prototype the structure belongs to. An outcome of the
analysis in this section is that a high transitivity CSD can be associated with
both prototype patterns. I present the CSD prototypes anew in (10) and (11):

(10) Prototype 1

DAl DA2
SAD SAR  OAR_
[ 1] [ : ]I [ ] __ LCS of the derivative
t t t

CAUSE — | CAUSE — f2
|
Social ""T'LCS of the root verb



(11) Prototype 2

L [ 1-] |.- LCS of the derivative

CAUSE — f2

Social T LCS of the root verb

The structure in (9) suggests that the second function of prototype 2 can
also be an f3; therefore, prototype 2 is reanalysed as in (12). The bare f in
(12) stands for a zone 3 or zone 2 function.

(12) Reanalysis of prototype 2

[ ] [ 1 i _L-- LCS of the derivative

Social I LCS of the root verb

In respect to the general linking relations of CSDs derived from roots that
are regarded as high transitives, [ conclude that these cannot be restricted to
correspond to the prototype 1 pattern only. These verbs may adapt the
prototype 2 linking pattern even by maintaining two causations in their LCS.
The effect of the prototype patterns can be seen as a background to the
unexpectedly high acceptance of the sentences [SAD, SARade] and [SAD,
SARpart] by the test subjects in the language instinct test carried out as part
of this study. The structure analysed in (3) in this section, with its exceptional
linking arrangement, adds ambiguity to high transitivity CSDs. Since this
sentence is objectless, there is no DA2 and the SAR is mapped to the
adessive adjunct. This shows that a CSD is able to occur in an intransitive
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sentence pattern even when derived from a highly transitive root verb,
indicating that transitivity cannot be regarded as a property of the lexical
level. In respect to prototype patterns, this example indicates that there can be
aberrations from general linking patterns; the prototypes are thus not static
constructions.

3.3.2 Medium transitivity verbs

Both the syntactic test in section 3.1.3 and the language instinct test in 3.1.4
indicated that medium transitivity CSDs adjust to most of the tested sentence
structures; the only unclear sentence structure with these verbs is [SAD,
SARade] (by way of comparison, in connection with the high transitivity
derivative ompeluttaa ‘make s.0. sew’, this structure was rated as clear by the
test subjects: recall example (3) in the previous section). Compared to other
CSDs in the syntactic test, the medium transitivity group can be considered to
be the verbs with the most flexible argument structure (as the language
instinct test results from section 3.1.4.4 showed, where the sentences using
syotdttdd ‘make s.o. eat’ received high positions on the standard deviation
scale). The medium transitivity CSD sentences focused on in the syntactic
test were thus the following:

(3) syotdttdd ‘make s.0. eat’: syottd + ttA [eat-caus-caus]

a. Matti syotattda Pekalla puuron/ Matti eat-caus-3sg Pekka-ade porridge-
puuroa. acc/-part

b. Matti sy6téttdd puuron/puuroa. Matti eat-caus-3sg porridge-acc/-part

c. Matti syotittad Pekkaa. Matti eat-caus-3sg Pekka-part

d. #Matti syotattad Pekalla. Matti eat-caus-3sg Pekka-ade

e. Matti syotittad Pekan kylldiseksi. Matti eat-caus-3sg Pekka-acc full-tra

f. Matti syotattad Pekan. Matti eat-caus-3sg Pekka-acc

(4) laulattaa ‘make s.o. sing’: laula + ttA [sing-caus]

a. Matti laulattaa Pekalla Matti sing-caus-3sg Pekka-ade
joululaulun/ joululaulua. Christmas.carol-acc/Christmas.carol-part

b. Matti laulattaa joululaulun/ Matti sing-caus-3sg Christmas.carol-acc/
joululaulua Christmas.carol-part

c. Matti laulattaa Pekkaa. Matti sing-caus-3sg Pekka-part

d. #Matti laulattaa Pekalla. Matti sing-caus-3sg Pekka-ade

e. #Matti laulattaa Pekan iloiseksi. Matti sing-caus-3sg Pekka-acc glad-tra

f. Matti laulattaa Pekan. Matti sing-caus-3sg Pekka-acc

The CSDs in the medium transitivity group in the test, syotdttdd ‘make
s.0. eat’ and laulattaa ‘make s.o. sing’, are derived from root verbs with an
implicit patient: a theme argument. Since deriving a verb as a CSD signals
the addition of an implicit agent, the derivatives of implicit theme verbs
include rwo implicit arguments in their LCS. This can also be seen in the first




sentence with the verb sydtdttdd; consider the conceptual structure of the a-
sentence Matti syotdttaa Pekalla puuron/puuroa in (1). Two arguments are
fused with an implicit argument in (1); the adessive adjunct (the SAR) is the
argument of second causation PEKKA and the object argument (also the
OAR) is the theme PORRIDGE. The DA-linking of (1) functions as in
porototype 1 (see (10) in the previous section): the SAD has the status of
DAT1 and the OAR the status of DA2.

(1) Matti syétdttaa Pekalla puuron/puuroa
Matti eat-caus-pres-3sg Pekka-ade porridge-acc/porridge-part
‘Matti makes Pekka eat the porridge.’

Mattiy sypiitittaa; Pekallzg oo,

DAl DAz

SAD SAR oalt
" MATTI:  PEKEAL PCRRIDGE;
t - f
CAUSE, — CAUSE; — [z...

Social

The lexical meaning of the verb ‘to eat’ is especially complicated to
describe, as it encodes a complex physiological process, social happening and
even psychological aspects. The semantic fields of the second causation in
(1) as well as in zone 1 and 2 are difficult to define. The activity of the eater
is characterized by several aspects: the eater places food in their mouth,
chews it and swallows it; takes its nutrition as necessary sustenance; and
performs a motor action in a social situation. Eating, as a basic human
activity and need, is associated with socio-cultural customs and habits. How
can we describe the effect of eating on the eater once they have had enough?
The transition of theme (FOOD) adds to the complexity of the meaning of the
verb. During the eating process, the amount of food decreases; ‘food’ thus
corresponds to the incremental theme in Dowty’s (1991: 567) terms. Is the
bound nature of the eating situation delimited through the satiety of the eater
or the amount of food left? In Finnish, the alternation of object cases between
accusative and partitive affects the LCS of the sentence in (1) so that in both
cases Pekka eats porridge; the accusative indicates that the portion of
porridge is going to be completely eaten, but in the case of the partitive
object, this is not necessarily the case (this is not analysed in (1); for the
aspectual nuances of syddd ‘to eat’, see Nikanne 2006: 217-218). Since an
exhaustive analysis of the root verb syddd is not the main issue here, I leave
the complex semantic phenomenon open by not specifying the zone 1 and
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zone 2 functions in the analysis of (1). Nor do I specify here semantic fields
other than the first (social) causation, which is the relevant part of this
analysis.

Next, consider the b- and c-sentences of sydtdttdd ((3b) and (3c) in the
syntactic test). The b-sentence [SAD, OAR] and c-sentence [SAD, SARpart]
differ from each other in that their object arguments are linked to different
morphoroles. In (b), the DA2 is linked to the OAR (PORRIDGE) and in (c)
to the SAR (PEKKA). Thus, both the OAR and SAR assign the object
position:

b. Matti sydtdittid puuron/puuroa.
Matti eat-caus-pres-3sg porridge-acc/-part
‘Matti makes s.o. eat the poridge’

c. Matti sydétdittid Pekkaa.
Matti eat-caus-pres-3sg Pekka-part
’Matti makes (s.0. make) Pekka eat’

How is the object argument alternation expressed in the conceptual
structure analysis? The linking configuration of the b-sentence is analogous
to the a-sentence (see (1)), with the exception that the SAR is not expressed
in syntax. Therefore, it is not necessary to provide an extra analysis of that
sentence. The c-sentence involves two different readings, analysed in (2a)
and (2b). As the language test in 3.3.2 indicated, because of the double
causative suffix 7¢4-tt4, the verb sydtdttdd can be interpreted in two ways
regarding the number of actors participating in the activity. There was no
consensus about the derivation degree of this verb (13 responses gave
interpretations involving an intermediate actor and seven without one). Hence
the structure (2a) describes a situation where Matti has an unspecified
participant (the SAR2) make Pekka eat, for instance in the event that Pekka is
unable to eat himself (e.g. if he is in hospital). In this case, the SARI1
(PEKKA) is not the second causer as in (1) but the theme. The implicit
causer, the actual feeder, hands the food (implicit theme) to PEKKA. The
actors are marked as SAR1 (PEKKA) and SAR2 in (2a), as in the language
instinct test analysis of the sydtdttdd sentences (see 3.1.4.2). The analysis in
(2b) describes a situation without the intermediate agent, the SAR2, being
involved. The linking configuration here corresponds to prototype 2.



(2a)
Mq._tti} svotittas Peld{a\tla_«;
DAl—cmmmmmm DA?
SAD SAR2 SAR1
MATTI; [ ¢ PEEKA,
t 1
CAUSE; — CAUSE, — f} ..
Social
(2b)
M_attig syotatti, Pekklaeu
DAl ————————— DA2
SAD SAR

MATTL PEKKA
1 1
CAUSE; — fi...

Social

The analysis of sydtdttdd in the resultative construction i.e. the e-sentence
[SAD, SARacc, RESADIJtra] is given in (3). The result is expressed by a
subordinate structure; the semantic field ‘characterizing’ describes the
transition in the indexed argument PEKKA. Because most of the
paraphrasing of this sentence reflected the argument structure with an
intermediate actor in the language instinct test, I include SAR2 in the analysis

in (3):
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(3) Matti syotdttdic Pekan kylldiseksi
Matti eat-caus-pres-3sg Pekka-acc satisfied-tra
‘Matti made s.o. make Pekka eat until he had had enough.’

Mattiz syctattid Pekany kylldiseksis

DAL —— A2

SAD SAR2 SAR1

(( MaATTL: (1 pERRas ) )
r t t

CAUSE, — CAUSE, — f2;...

Social

o SATIATEDs

) f
GO - TOs

Charact En'zi;ng Y,

Regarding the complexity of the verb sydtdttdd, recall also the language
instinct test responses to this verb, including the negative connotations
regarding the syodtdttdd situations, indicating that Matti forces Pekka to eat
food that nobody else wants. This suggests that the activity of the SAR can
obtain the feature [-vol]; the feature [+vol] can be seen as the default case
with this verb. Obviously, the argument structure alternations change the
focus of the proposition, and the semantic contribution of the type of food in
question may vary. This underlines the particularly subtle nature of the root
verb syddd and the complexity of its semantic description. However, this
should not stop us in our attempt to provide a lexical description of sydtcdttdd,
especially because the examples discussed here suggest that in relation to the
root verb syddd this derivative additionally obtains individual characteristic
features. Hence, I will analyse the lexical entry of syédtdttdd in (4) in its
reduced form, but strive to include the crucial properties in the picture. The
second thematic function in the f-chain in (4) is a plain f, leaving it open as to
whether it is a zone 3 or zone 2 function. As we saw, sydtdttdd is not a
coherently double or single causative prototype verb. Therefore, the implicity
of the second argument is also given in angled brackets, denoting the
optionality of the notion.
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(4) Lexical entry of sydtdttdd ‘make s.o. eat’

/swotattad
v
[ ] [ ¥
' t
CAUSE — f ..
|
\ Social y

The next medium transitivity verb in the test was laulattaa ‘make s.o.
sing’. According to the syntactic test, the clear sentences are here the same as
those with sydtdttdd. As in connection with syotdttdd, the semantics of
laulattaa also involve complex aspects, for instance regarding the processes
that the SAR and OAR undergo. In the case of laulattaa we can say that there
is a certain change in state of the SAR (PEKKA) and the OAR (TUNE). The
singer (PEKKA) is in the state of making music using his vocal cords i.e. his
own body, but does he undergo any change? What happens to the song he
sings? On the one hand, the song is basically the same, whoever the singer is.
On the other hand, every performance is unique, and even the same singer
cannot reproduce a song in exactly the same way. I start the analysis with the
a-sentence of laulattaa of the structure [SAD, OARobj, SARade] in (5):

(5) Matti laulattaa Pekalla joululaulun
Matti sing-caus-pers-3sg Pekka-ade Christmas carol-acc

‘Matti makes Pekka sing a Chriastmas carol.’

Mattis laulattaa; Pekallay joululauluns

DAl - ‘DA2

|

SAD SAR OAR

MATTI PEKKA! CHRISTMAS CAROL PERFORMANCE!
t 1 t )

CAUSE — | CAUSE — - 1

Social

As we can see in (5), the DA2 is here mapped to the OAR (CHRISTMAS
CAROL), the argument fused with the implicit theme. The root verb laulaa
‘to sing’ displays special nuances of the semantic field that do not clearly



154

correspond to the fields presented in 2.2.1. The semantic fields as such are
not the focus of this study; therefore, I concentrate here on the relevant
aspects of the analysis. I leave the problems related to this special area for
future research, and mark only the semantic field of first causation.

I will not analyse the b-sentence Matti laulattaa joululaulun/joululaulua
of the structure [SAD, SARacc/part] separately, since it differs from the
previous analysis only in that the SAR (PEKKA) does not appear
syntactically. Also, the resultative construction of /aulattaa i.e. the e-sentence
corresponds to the analogous structure in connection with syotdttdd (see (3));
therefore it is not necessary to analyse it here.

The structure [SAD, SARpart] of laulattaa is examined in (6). The
analysis of this sentence in (6) shows that the OAR is not expressed and the
SAR assigns the position of DA2. This is an atelic/unbound situation,
because the object appears in the partitive case.

(6) Matti laulattaa Pekkaa.
Matti sing-caus-pres-3sg Pekka-part
‘Matti makes Pekka sing.’

Ma‘gti; laulattaa; Pekkaay

DAl ——————— DA2
SAD SAR
MATTI; PEKKA,
t t
CAUSE; — £
Social

The lexical entry of laulattaa is given in (7). The second thematic
function in the f-chain in (7) is an f, which means that this verb is open in the
sense of the number of causations. The notion f does thus not specify if the
second function belongs to zone 3 or zone 2, reflecting the possibility of this
verb occurring as either a double or single causative. Therefore, the implicity
of the second argument is given in angled brackets.



(7) Lexical entry of laulattaa ‘make s.o. sing’

. Naulattaa/

. A

We can conclude that the flexibility of the medium transitivity verbs
discussed in this section is mainly due to the ‘optional’ DA2 linking. The
crucial question regarding the linking realisation of these verbs is which
argument is mapped to the DA2. The DA2 of these verbs may be linked to
the OAR or the SAR, as encapsulated in (8a-b). Thus, both the prototype 1
and prototype 2 linking configuration are represented by these verbs.

(8a) Structure and linking system of medium transitivity verbs —
SARade structure

DAl ————— o — - DA2

|
SAD SAR OAR
| B |
[] [] [ ]
t t t

CAUSE — CAUSE — f2._

Social

(8b) Objective SAR structure
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3.3.3 Low transitivity verbs

The third verb group in my test are CSDs derived from root verbs that can be
considered as low transitives: juoksuttaa ‘make s.o. run’ and jonotuttaa
‘make s.0. queue’. The syntactic test in 3.1.3 indicated that the clear
sentences in connection with these verbs were the c- and e-sentences i.e. the
structures [SAD, SARpart] and [SAD, SARacc, RESADIJill]. Remarkably,
the second low transitivity verb, jonotuttaa ‘make s.o. queue’, differs from all
of the other tested CSDs in that the a-sentence is not clear; the language
instinct test showed that this was the only [SAD, OAR, SARade] sentence
that was placed in the unclear sentence group (see (3) in section 3.1.4.4). This
is also one of the sentences that was understood quite well (the rewordings
showed that the language users had created appropriate situational
surroudings for it (see 3.1.4.3) despite the low assessments). However, the a-
sentence structure is clear in connection with the first low transitivity CSD,
juoksuttaa ‘make s.o. run’. Consider the sentences with juoksuttaa and
jonotuttaa:

(5) juoksuttaa ‘make s.o. run’ juokse + ttA [run-caus]

a. Matti juoksuttaa Pekalla Matti run-caus-3sg Pekka-ade turn-
lenkin/lenkkid acc/-part

b. #Matti juoksuttaa lenkin/lenkkié. Matti run-caus-3sg turn-acc/-part

c. Matti juoksuttaa Pekkaa. Matti run-caus-3sg Pekka-part

d. #Matti juoksuttaa Pekalla. Matti run-caus-3sg Pekka-ade

e. Matti juoksuttaa Pekan Matti run-caus-3sg Pekka-acc
kaupunkiin/uuvuksiin city-ill/exhausted-ill

f. #Matti juoksuttaa Pekan. Matti run-caus-3sg Pekka-acc

(6) jonmotuttaa ‘make s.0. queue’ jonotta + ttA (queue-CAUS)

a. #Matti jonotuttaa Pekalla tunnin/*tuntia. ~ Matti queue-caus-3sg Pekka-ade

hour-acc
b. #Matti jonotuttaa tunnin. Matti queue-caus-3sg hour-acc
c. Matti jonotuttaa Pekkaa. Matti queue-caus-3sg Pekka-part
d. #Matti jonotuttaa Pekalla. Matti queue-caus-3sg Pekka-ade
e. Matti jonotuttaa Pekan uuvuksiin. Matti queue-caus-3sg Pekka-acc
exhausted-ill
f. #Matti jonotuttaa Pekan. Matti queue-caus-3sg Pekka-acc

The first low transitivity CSD, juoksuttaa, is an activity verb denoting that
the SAR is in motion. This verb differs from the high and medium transitivity
CSDs discussed above in that it is a single causative i.e. there is only one
causation in its LCS. Consequently, in the a-sentence of the structure [SAD,
OARobj, SARade], the SAD is linked to the causer (MATTI) and the SAR
(PEKKA) to the theme argument in the linking system of the analysis (1).
The argument LENKKI can be classified here as the ORadj instead of the
OAR. Notice that the semantics of the Finnish lexeme /enkki are dependent



on the form of motion in question; it can mean ‘a walk’, ‘a run’ or ‘a jog’.
Another meaning of it is ‘a circle’. Since the predicate encodes motion by
running, | translate /enkki as ‘a run’. The object referent is measuring out the
running situation in Tenny’s (1994) terms; the accusative case adds the
feature of the bound nature to the situation, which turns the activity into an
accomplishment event.

(1) Matti juoksuttaa Pekalla lenkin
Matti run-caus-pres-3sg Pekka-ade turn-acc

‘Matti has Pekka go for a run.’

Matti; juoksuttaa; Pekallas lenkins.

DAI DA2

SAD SAR ORadj
MATTE PEKKA{  RUN;
1 1 1

CAUSE; — f; —  fI
|

Social

The significant aspect with the linking configuration in (1) is that its DA2
is not linked to the theme argument as with the previous verb groups in
connection with sentence a. The object position is not assigned by the OAR,
but the ORadj, connected with the location zone argument. The SAR is not
mapped here to an implicit causer but to the (implicit) theme argument. The
adessive adjunct bearing the role of an agent can thus even be mapped to a
zone 2 function, which shows that the adessive SAR adjunct of CSDs is able
to occur both in zone 3 and zone 2. The linking configuration in (1) implies
that the assignment of the ORadj (recall the discussion of the Finnish object
and the phenomenon of adverbials of amount in object cases in 3.1.1) follows
the rules of the DA2 linking: the first potential DA next to the DAl is
licensed as the DA2. We can hence infer that the difference between high
transitivity CSDs and low transitivity CSDs is in the conceptual structure and
linking system, not in syntax. The SAR in the adessive case is also possible
in connection with low transitivity CSDs, although the linking configuration
that allows the ORadj to be linked to the object position in syntax does not
follow the double-causative prototypical pattern (as defined in 2.4.2). Thus, a
single causative CSD is also able to adapt the prototype 1 structure.

The SAR of juoksuttaa also occurs in the partitive case in the structure
[SAD, SARpart]; consider the analysis of the c-sentence in (2). In this case,
the DA-linking follows the regular linking rule: the SAR (PEKKA) is
selected as the DA2; the PATH, the f1 argument, is implicit.
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(2) Matti juoksuttaa Pekkaa
Matti run-caus-pres-3sg Pekka-part
‘Matti makes Pekka run.’

Matti juoksuttaa; Peldcaay

DAl -—————- DA2
|
SAD SAR
I I
MATTI PEKKA; [PATHT
t t t

CAUSE, — {4 — L

Social

The resultative sentence structure [SAD, SARacc, RESADIJill] of
Juoksuttaa is a clear sentence. An analysis of the e-sentence is given in (3);
similar to the previous analysis, the DA2 is linked to the SAR. Note that the
SAR (PEKKA) is here coindexed with the theme of the substructure
describing the result.

(3) Matti juoksuttaa Pekan uuvuksiin.
Matti run-caus-pes-3sg Pekka-acc exhausted-ill

‘Matti makes Pekka run himself exhausted.’

Mattiz jucksuttaa; Pekany nuvuksiing

DAl -—\——————— DA2

SAD S!LR

£ MATT;  PEKKA@Y [PATHEY
CA;ISEl . ft?l ~ le1
Social

o RAGGEDs
t t
GO — TOs

e Cha:acteﬁ;ﬁng .



The test sentence (5b) Matti juoksuttaa lenkin/lenkkici of the structure
[SAD, OAR] lacks the SAR and is marked as an unclear sentence in the
syntactic test. But why is this sentence unclear? The explanation is found in
the conceptual structure of juoksuttaa: the argument LENKKI (‘a run’) is
fused with the implicit path, but since the proposition lacks the theme
argument, there is no participant moving on this path. In other words, the
explicit SAR is needed in connection with this verb, unless the proposition
has a generic sense.

The lexical entry of juoksuttaa ‘make s.o. run’ is analysed in (4):

(4) Lexical entry of juoksuttaa ‘make s.o. run’

-
fuoksuttaa/
v
[ ] [ 1 [PATHT
! t t
CAUSE — f2 — fl
|
\_ L Social p,

The root verb of the second low transitivity CSD jonotuttaa ‘make s.o.
queue’ is jomottaa ‘to queue’; this verb was also tested in the language
instinct test in 3.1.4. This verb denotes an event where the subject argument
remains in one place for a period of time for some purpose. In the thematic
tier, this is expressed by the zone 2 function STAY indicating that the theme
argument is located in a place. This place, with this verb, is an implicitly
understood QUEUE. Notice that the function STAY expresses a temporally
related situation, which distinguishes it from the ‘be’ function; the existence
of the notion of time can be seen as the crucial difference between states and
events in general (Nikanne 1990, Jackendoff 1990).

As mentioned at the beginning of this section, the a-sentence with
Jjonotuttaa was placed in the unclear sentence group in the lanuage instinct
test. Nevertheless, I analyse the sentence Matti jonotuttaa Pekalla tunnin in
the denotation that PEKKA is the SAR (it is not used for instance in the
locative meaning ‘at Pekka’s place’) in (5). The linking configuration of this
structure of this sentence shows that the durative modifier tunnin ‘for an
hour’ in the accusative objective case has the status of the ORadj. This time
expression in the object position restricts the situation in respect to both the
starting point and the endpoint, and its scope comprises zone 2 and zone 1. |
do not include any further detailed lexical structure of the word HOUR here,
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since it is not part of the LCS of the verb jonotuttaa®. The relevant aspect
here is that the time adverbial refers to the temporal structure, related to the
time segment restricting the queuing process. | include the temporal tier (T-
tier)’> in the LCS of (5). The ORadj is thus associated with the region of time
(R) which in turn is restricted by points of time (P), which hold for both zone
2 and zone 1.

(5) Matti jonotuttaa Pekalla tunnin
Matti queue-caus-pres-3sg Pekka-ade hour-acc
‘Matti makes Pekka queue for an hour.

Mattiz jonotuttaa; Pekallay tunnins.

DAl DA2._
Sz!|xD SA|R
MATTI; PEKKA, [QUEUE[J
t t t ORadj

CAUSE; — STAY: — AT

Social Spatial

Z2&Z1:PRsP
R =1 hour

The DA2 linking of (5) is similar to the juoksuttaa example in (1): the
ORadj is selected as the DA2. This also enables a CSD derived from a low
transitivity base to function in the adessive agent-SAR structure. The
sentence (5) can be interpreted because the ORadj has a place in syntactic
structure, but a resultative object for the structure [SAD, OAR, SARade]
seems to be required. This may be a reason why the sentence was seen as
unclear in the language instinct test.

The c-sentence of the structure [SAD, SARpart] is analysed in (6). In this
case, the SAR is linked to the DA2. Note that no restricting time expression
is present, which turns the situation into an unbound one.

3*For the conceptual structure of ‘hour’, see Nikanne (2005).
3The form of the T-tier is more specifically discussed in section (5.2.1).
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(6) Matti jonotuttaa Pekkaa
Matti queue-caus-pres-3sg Pekka-part
‘Matti makes Pekka queue.’

Mattis jonotuttaa; Pekkaay

I

DA1 DA?
| |
S‘|A.D SAR
MATTI; PEKKA;  [QUEUEJ
t t t
CAUSE; _. STAY; _. AT
| /
Social Spatial

The resultative construction [SAD, SARacc, RESADIill] with the verb
Jjonotuttaa is analogous to the analysis of this structure in connection with
Jjuoksuttaa in (3). Consider the analysis in (7):

(7) Matti jonotuttaa Pekan uuvuksiin

Matti queue-caus-pres-3sg Pekka-acc exhausted-ill
‘Matti makes Pekka queue until he is exhausted.’

Mattiz jonotuttaa; Pekany uuvuksiing

DAl —————-— DA2

saD SAR

MAle PEK.|KA4“ [QUEUVEF ) )
CATTISE] — ST};Y! — A'TTl

Sot|::ia.l .I Spatialj

@ EXHAUSTEDs
t t
GO — TOs

Charamaiﬁng Y,
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The lexical entry of jonotuttaa ‘make s.0. queue’ is given in (8):

(8) Lexical entry of jonotuttaa ‘make s.o. queue’

a /jonotuttaa/ N
v
[1 [ ™ [QUEUEJ
t t t
CAUSE — STAY — AT
\_ Social Spatial J

We can infer from the analysis in this section that low transitivity CSDs
are able to assign the SAR both in object cases and in the adessive linked to
the theme argument i.e. to a zone 2 function. This is important regarding the
adessive adjunct rule (compare to the discussion on the adessive adjunct in
section 3.1.2) in relation to CSDs: the actor-SAR expressed in the adessive
can be both a zone 3 and a zone 2 argument. Low transitivity CSDs can
assign an ORadj in the object position. The ORadj is mapped either with the
location zone argument, as in example (1) or with an element outside the
lexical structure of the verb, as in (5). The linking system of low transitivity
CSDs also essentially corresponds here to both prototype structures; consider
the structures in (9a-b). I simplify the analysis of the ORadj in (9a) by uniting
the outside structure and location zone argument analyses as selected by an
unspecified f.

(9a) Structure and linking system of low transitivity verbs — SARade

structure
D;|il ———————————— D}-iQ
SAD SAR ORadj



(9b) Objective of SAR structure

Social

An additional observation can be made on the basis of the ORadj structure
analysis in this section. The conceptual structure analysis of the elements
linked to the ORadj shows an interesting tendency in comparison to the case-
hierarchy hypothesis of Maling (1993), presented briefly in section 3.1.1. In
her account of object-like phrases, adverbials of amount in object cases
expressing measure have a higher position than adverbials of duration
regarding the case assignment hierarchy. In other words, MEASURE phrases
are considered to contain more object-like qualities than DURATIOON
adverbials. This hypothesis seems to be supported at least by findings in
connection with low transitivity CSDs as analysed here: the measure ORadj
LENKKTI* (RUN) in (1) is mapped with the implicit PATH in the LCS of the
verb juoksuttaa ‘make s.o. run’ (i.e. in zone 1 of the matrix structure),
whereas the temporal ORadj TUNTI (HOUR) in connection with jonotuttaa
‘make s.0. queue’ is a structure-external element (analysed in (5)). The
hierarchy of Maling is presented again in (10):

(10) SUBJ > OBJ > MEASURE > DUR > FREQ

38 1t should be noted here that the word lenkki is not an absolutely clear ‘measure’ (in the same
sense as for instance a mile would be in Matti juoksuttaa Pekalla mailin ‘Matti makes Pekka
run a mile-acc’) but a somewhat different object-like phenomenon. In addition to the circle-
formed ‘path’, it encodes a type of training activity with the relative length of the route.
Neither the length nor the (competitive) achievement are the focus in a typical expression with
lenkki.
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3.4 Towards a prototype-constructional approach

After the syntactic and conceptual analysis of different types of CSDs, let us
reconsider the discussion of the criteria used to define the curative causative
derivatives in chapter 1. Recall the discussion in section (1.2) about the
standpoints within Fennistics, according to which ‘curativeness’ is a lexical
property of the verb. In the following discussion, I describe the two main
definitions of curatives using the present methodology as a tool. I call the
approach of Hakulinen & Karlsson (1979) and ISK (2004) here the
‘morphosyntactic view’, and the approach of Kytomdki (1978, 1989) the
‘morphosyntactic-semantic view’. As a summary of the discussion in this
chapter and a further option, I propose an alternative approach as the
‘prototype-constructional view’.

1. The morphosyntactic view states that curatives are causatives derived
from transitive root verbs governing an adjunct (the SAR) marked with the
adessive case. We can describe the morphosyntactic approach using the
present methodology as follows (since the SAD is the common element in all
three views, I do not mark it in the analyses below):

. NPade NPobj |
|
DA2
I
SAR OAR

T
\_CAUSE — f —

2. The morphosyntactico-semantic view states that curatives are derived
from roots denoting activity, regardless of whether they are transitive or
intransitive. These verbs’ argument structure involves an animate causer and
an animate performer (the SAR) of the root verb activity. The SAR is
expressed in syntax either as an adessive adjunct or the object of the
sentence. | interpret the active performer-argument of the morphosyntactico-
semantic approach as the actor (AC) in the sense of Jackendoff (1990) and
Nikanne (1990); the social nature of the causation is described in the social
semantic field. Note that the angled brackets < > around the implicitness
index I represent the optionality of the notion in question (the SARobj is not
an implicit argument); the curled brackets { } around the NPs stand for the
mutually exclusive relation to the different positions.



(~ {NPade} {NPobj} ™
AN e
(adjunct) DA2

~
SAR
i AC
wo
[ ]<:[:\-
T
CAUSE — f
\_ Soc|ial J

The crucial aspect of the approaches above would seem to be the
realization of the SAR in syntax (plus its semantic interpretation in (2)).
However, this study points to a more complex nature of CSDs. The CSD
prototype structures have been shown to function as abstract patterns and an
integrative factor for the different manifestations of CSD sentences. I argue
that it is not useful to unite CSDs under a banner based on a single curative
sentence type. In order to describe CSDs with a lower degree of
generalisation, I divide the analyses into two main descriptions. The
prototype-constructional view of the linking regularities of CSDs is presented
in (3a-b). This is also a reanalysis of the prototype structures presented in
2.4.2, taking into consideration the results of the study in this chapter.

3. Prototype-constructional view

a) Adessive adjunct-actor prototype PT1 (prototype 1):

{ NPade NPobj
DA2
SN
SAR  {OAR} {ORadj}
[ AC
“‘ l ' K
[T []
1 T
CAUSE — f — f
|
Social

N
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b) Objective actor prototype PT2 (prototype 2):

s NPobj

DAZ

SAR

-

CAUSE — f

\ Social J

For a more specific analysis, the descriptions of PT1 and PT2 can be
divided into two alternative subanalyses, based on the SAR linking relations
to the different types of functions. The simple f in the f-chain of PT1 and PT2
stands for a function of an unspecified zone; the zones of these functions are
specified in the subprototypes. Hence structure PTI.1 reflects the SAR
linking to zone 3 i.e. to the ‘cause’-function. The structure PT1.2 describes
the SAR linking to zone 2, the theme argument. In both cases, the argument
linked to the SAR is an implicit adessive adjunct. The sentences (2) in section
3.3.1 and (1) in 3.3.3 are examples of the PT1.1 and PT1.2 structures
respectively.

PT1.1: Adessive adjunct prototype of double causative LCS

NPade NPobj
|
Dz|3;2
. SAR ORadj
L AC !
. l :
[T []
T T
CAUSE — CAUSE — f2
|
Social

\ J



PT1.2: Adessive adjunct prototype of single causative LCS

s NPade NPobj  ~

|

DA2

|
. SAR OR.adj

i i

i AC i

. lI :

[] []

T T

CAUSE — 12 —  f

|
Social

As substructures of PT1, PT1.1 and PT1.2 differ in the number of
causations and mediating of the DA2 in the linking system, and the PT2 may
occur with either one or two causations. The subprototypes of PT2 are
analysed below; these can be compared to the examples (4) in 3.3.1 and (2) in
3.3.3.

PT2.1: Objective actor prototype of double causative LCS

I NPobj A

CAUSE — 3 — f2

|
| Sodial ).
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PT2.2: Objective actor prototype of single causative LCS

( NPobj )

DA2

SAR

CAUSE — 12

|
Social J

The two major structural patterns of CSDs are thus PT1 and PT2,
reflecting the realization of the SAR as the adessive adjunct or as the object,
respectively. The changes in relation to the first outline of the prototypes in
section 2.4.2 are based on the more specific analysis in sections 3.3.1-3.3.3,
indicating that these linking relations are not fixed to the number of
causations in a CSD structure. In other words, this means that in contrast to
the preliminary prototype account presented in section 2.4.2, the number of
causations is no longer fixed by prototype 1 (PT1) and prototype 2 (PT2).
PT1 is thus not the prototype of double-causative and PT2 single-causative
derivatives. The double-causative prototype as defined in 2.4.2 corresponds
here to the subtype PT.1.1 structure and the single-causative prototype to the
PT2.2 structure. We will return to the causation-based prototype structures in
connection with the action tier and temporal tier analysis in chapter 5.

The PT1 and PT2 structures represent different types of conditions; the
prototypes instantiate models comparable to individual occurrences of CSDs
and the causative structures these might occur within. Given the
argumentation in this chapter, curativeness as such is not a lexical or
transformational property. The structure PT1.1 reflects the morphosyntactic
view: it represents the core of curativeness, the double causative CSD
structure with the SAR expressed as the adessive adjunct. As we saw in
connection with low transitivity CSDs (see (9a) in section 3.3.3), the adessive
actor-adjunct structure is not restricted to double causative CSDs only; the
SAR is not necessarily linked to a zone 3 function. The adessive adjunct SAR
assignment can thus function more broadly than lexicon-based transitivity;
the prototypical PT1.1 template licenses an object and the SAR can be
expressed in the adessive case in syntax.

The objective actor prototype in (b), PT2, is here categorized as a separate
CSD structure reflecting the observation of Kytomiki that a SAR with the
role of active performer can also occur as an object in syntax; in present



terminology this means that the SAR can be linked to the DA2 position. This
structure is thus comparable with the NPobj-SAR analysis of the
morphosyntactico-semantic view (see above). Note that the SAR in PT2 is
not implicit.

In a comparison of the structures presented above, it is noticeable that a
specific part of the PT1 and PT2 structures is shared between all prototypes
(see (a) and (b)). Let us call this shared part of the CSD prototypes a PT:

c¢) Core of CSD prototypes (PT):

_SAR
/ AC
i
CAUSE —

Social

1
\\
I=

l
1
£

As I see it, the prototype-based approach may explain the indeterminacy
of the criteria for curative derivatives — the heterogeneity regarding the root
verbs being able to adjust the prototypes (and also constructions, which will
be the topic of chapter 6 in particular) blurs the propounded limitations of a
lexical class of CSDs. It is worth mentioning that not only prototype 1 but
also prototype 2 affects the behaviour of CSDs in terms of the patterns they
may occur in. As analysis in this chapter has shown, a CSD verb may adjust
to more than one prototype structure. This phenomenon will also be seen in
the analysis of the other CSDs in this study. The discussion in chapters 5 and
6 will reveal further restrictions that these structures may obtain. The
prototype-constructional view is even included in these restricted structures;
the synthesis of this approach is discussed in chapter 7. It is not precluded
that the prototype patterns PT1.1 and PT1.2 may even break up into further,
more exact structures. These can be seen as related CSD structures or
subprototypes. We will see further variations of both the PT1 and PT2
structures in chapters 5 and 6. The next section provides an example of how a
CSD may adapt different argument structures and linking configurations by
altering the prototype patterns.
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3.5 Diversity of argument structure: the case of leikittdidi
‘make s.o. play’

The goal of this section is to outline the fact that prototype structures do not
completely explain the behaviour of CSDs. From the point of view of the
linking configuration, CSDs derived from verbs that fall within the middle
area of the transitivity scale (identified as medium transitivity verbs in this
chapter) raise intriguing questions. As the discussion of the language instinct
test in section 3.1.4 showed, the medium transitivity verb sydtdttdd ‘make
s.0. eat’ received the highest values of standard deviation, and argument
structure variations in the test responses were large. These verbs seem to be
particularly context-dependent and adaptable to different sentential
surroundings.

As an example of the argument structure variations of which these flexible
verbs can be used as evidence, in this section [ analyse the argument structure
and use of an ordinary medium transitivity CSD leikkid ‘to play’. This verb
expresses activity and occurs, according to Pajunen (2001: 164), with or
without an object, focusing either on the activity itself or on the object of the
activity. My focus is on the relationship between the two arguments of this
verb in particular: how does the SAR and the inherent instrument, game or
playing in the semantics of /leikkid affect the LCS of the derived causative
leikittdid ‘make s.o. play’? I examine the lexical and syntactic flexibility of
leikittdic by means of the linking system; the focus is thus on linking between
the morphorole and DA systems and the conceptual structure. In order to
illustrate the argument structure variations of /leikittdidi, 1 present examples
taken from language use. I have underlined the instrument or ‘play’
arguments in (1a-h).

(1a) Pienoiskoti leikittiid kaikenikdisici ihmisid.
playhouse-nom play-cause-3sg all-aged-pl-part person-pl-part
‘The playhouse gets people of all ages playing.’
(http://www.avotakka.fi/lehti/aiemmat/article114466-1.html, 7.3.2005)

(1b) Vanhempainyhdistys leikittdd perinneleikkejd koulun pihalla 15.9.
parent’s association play-cause-3sg traditional.play-pl-part school-gen
yard-ade 15.9.

“The parents association will be having [the kids] play traditional games
in the school yard on 15 September.’
(http://www?2 .kotka.fi/metsolankoulu/syyskausi%202004.htm, 7.3.2005)

(1c) Lisdksi pojat leikittévdt lapsia hauskoilla laululeikeilld
in addition boy-pl play-caus-3pl kid-pl-part risible-pl-ade carol.play-pl-
ade
‘In addition, the boys will make kids play funny carol games.’
(http://www jari-taikuri.com/muut/index.htm, 7.3.2005)
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(1d) /.../ kansanmusiikin opiskelija Ninni Volanen leikittdd ja laulattaa
lapsia ja aikuisia kalevalaisin sdvelin
folk music-gen student-nom Ninni Volanen play-cause-3sg and sing-
cause-3sg child-pl-part and adult-pl-part kalevala-pl-ins tune-pl-ins
‘/.../ folk music student Ninni Volanen makes both children and adults
play and sing along to Kalevala tunes.’
(http://agricola.utu.fi/nyt/tapahtun/ilmot/2329.html, 7.3.2005)

(1e) Viimeisen heiton sijaan koiralle annetaan puru ohjaajalla olevasta
patukasta ja koiraa leikitetddn ddnelld kehuen ja mukana riemuiten.
‘Instead of throwing the toy for the last time, instructor can let the dog
bite the bar, and the dog is given permission to play by praising the dog
and being cheerful.’

(http://koti.mbnet.fi/tuulen/saalisvietti.htm, 7.3.2005)

(1f) Lasta voi leikittdd, hypittdd, kutittaa ja taputtaa lorun mukana.
child-part can play-cause-inf, jump-cause-inf, tickle-inf and clap-inf
nursery thyme-gen with
“The child can be made to play, jump, tickle and clap along using the
nursery rhyme.’
(http://www.nettineuvo.fi/nettineuvo/fi/02_Lapset/02_Lapsen kehitys
/03_Puheen_kehitys/index.jsp, 7.3.2005)

(1g) Sitten leikitin sitd hetken pallon kanssa ja ldhdin kotiin.
then play-cause-past-1sg he-part while-gen ball-gen with and go-past-
1sg home-ill
“Then I had him play with the ball for a while and we went home.’
(http://www.emmintalli.linja.org/p _monni.html, 7.3.2005)

(1h) Tommi Laine liikuntavirastosta leikitti ja luistelutti lapsia musiikin kera.
Tommi Laine physical.education.office play-cause-past-3sg and skate-
cause-past-3sg music-gen with
‘Tommi Laine, from the office of physical education, made the kids play
and skate along to the music.’
(http://www.ouka.fi/lahidemokratia/suuralueiden_muistiot/muistiot/
HOYHTY A/2006/yhteistyoryhma060406.htm, 7.3.2005)

On the basis of examples (1a-i) we can conclude that the instrument or the
game can occur in different syntactic functions: subject (1a), object (1b),
adverbial NP (1c-e) and PP (1f-h). The case of the adverbial NP is typically
adessive (1¢) or instructive (1d). The playing can also be expressed by means
of infinitive constructions, as for instance the e-infinitive instructive in (le).
The postpositions mukana, kanssa and kera in (1g-i) correspond roughly to
the English preposition ‘with’ and all indicate an instrumental or comitative
role.
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On a closer look, it appears that these examples basically reflect three
types of argument structures. The alternations of the argument structure of
leikittdid are encapsulated in structures (2-4). Example (2) expresses the SAD
(MATTI) and the SAR (PEKKA) in the partitive case, while the OAR
(PLAY) remains implicit. In (3), the SAD (MATTI) and the OAR
(ROUNDERY) is expressed; the player, the SAR, is not explicitly given.
Note the DA-linking in these first two sentences — the DA1 in both cases is
the SAD, but the DA2 is linked to the SAR in (2) and to the OAR in (3).
There is also a third variation of the argument structure of /eikittdd; sentence
(4) differs from the previous ones in that the OAR (PLAY) is linked to the
DAI position in the causation zone. The SAR here is linked to the DA2.

(2) Matti leikittdd Pekkaa
Matti play-cause-pres-3sg Pekka-part

‘Matti makes Pekka play.’
DAl DA2
SAD SAR  OAR

MATTI ~ PEKKA [PLAY]!

t t t
CAUSE — STAY — AT

| N S

Social Circumstantial

(3) Matti leikittdici poltopalloa
Matti play-cause-pres-3sg rounders-part
‘Matti has [s.o.] play rounders.’

DAl DA2
SAD SAR OA;R
MATTI [ | ] ROUNDERS
CAUSE — STAY — AT
| N

Social Circumstantial



(4) Polttopallo leikittéd lapsia
rounders play-cause-pres-3sg children-part
‘Rounders makes children play.’

DAl DA2
OAR SAR

ROUNDERS® CHILDREN [off

1 t t
CAUSE — STAY — AT
| N~ S
Social Circumstantial

Basically, the structure in (2) corresponds to the prototype pattern PT2.1,
defined in the previous section, and the structure in (3) to PT1.2. The
morphorole and direct argument linking shows that the logical object (DA2)
can be mapped with either the OAR or the SAR, as was also seen in
connection with the CSDs in section 3.3. The substantial linking formation
regarding the morphorole linking is especially visible when it comes to the
OAR: the OAR can be linked to the theme, goal or even the causer argument
(OAR-DA1). The linking configuration of (4), where the OAR assigns the
position of the DA1, is exceptional in respect of the linking system of CSDs
as stated in section 3.4. This phenomenon is also examined in connection
with the verbs haetuttaa ‘make s.o. fetch’ and essityttdd ‘make s.o. search’ in
section 5.3.4; it appears that there are more verbs that place the OAR in the
DAT position, although this phenomenon does not seem to be very common.
Exceptional DA1 linking is discussed in more detail in the construction
chapter.
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3.6 Conclusions on linking regularities and syntax-
semantic interface of CSDs

There are basically two main conclusions we can draw from the analysis in
this chapter. Firstly, the status of CSD prototype structures as patterns behind
different types of CSDs as defined in section 2.4.2 was principally supported.
The focus was on the syntactic behaviour of different types of CSDs and the
linking relations between the syntactic and conceptual structures of the
selected verbs and sentence types in particular. As a result, the prototype
structures were specified further from the preliminary assumption as
presented in section 2.4.2. The elaboration of the prototype-constructional
view in section 3.4 takes the results of the analysis into consideration by
redefining the prototypes and their substructures and, in addition, the shared
structural core. The two upper prototypes were defined as the adessive
adjunct prototype (prototype 1) and the objective actor prototype (prototype
2), with the difference from the preliminary prototypes being that prototype 1
is no longer assumed to be a double-causative nor prototype 2 a single-
causative structure. It appeared that both the adessive SAR adjunct and
objective SAR of CSDs can be mapped to zone 3 and zone 2 arguments.

The main conclusion regarding the prototypes is that they do not function
as lexical dividers of CSDs into prototype 1 and prototype 2 verbs, but as
underlying linking patterns explaining the sentential behaviour of CSDs.
Both the language instinct test results (see 3.1.4) and the linking system
analysis (see 3.3) indicated that most of the tested verbs were able to change
prototype. In particular, the intermediate argument linking arrangement i.e.
the DA and morphorole linking system was found to have an impact on the
prototype with which the argument structure in question correlates. The DA
and morphorole linking appeared to be central in all of the verb groups
analysed in this chapter in terms of how the derivatives are associated with
the prototype patterns.

The prototypes were found to serve as explanatory models for the results
of the language instinct test; the language users strove to interpret the
sentence alternations according to the prototype patterns. By means of the
prototype structures, even the less typical uses of CSDs can be expounded
and other structures (for instance locative SAR interpretations) distinguished.
Section 3.3 focused on the conceptual-syntactic interface of the tested verbs.
It appeared that high transitivity verbs adapt the prototype 1 structure, but
also that the prototype 2 linking configuration’” is possible for these

371 consider the verb reettici ‘make s.0. do’, analysed in 3.3.1, exceptional — prototype 2 does
not function with this verb because it does not encode any particular activity, but obtains its
meaning in connection with a theme argument. Therefore, it cannot be interpreted in a generic
sense without an overt object of activity. This verb shows that a CSD does not necessarily
adapt more than one prototype structure, which emphasises the individual nature of these
derivatives.



derivatives. Medium transitivity verbs proved to be particularly flexible
regarding adjustment to prototype patterns. Low transitivity verbs are able to
adapt the prototype 2 linking formation in addition to the prototype 1
structure. Thus both the language instinct test results and the conceptual
analysis combined with the linking formation study show that we cannot
automatically divide CSDs into prototype 1 and prototype 2 verbs; the
linking characteristic with each verb proves to embody a flexibility aspect in
order to adjust the syntactic alternations. Principally, the studied CSD verbs
divided into transitivity-based groups are able to adapt both prototypes.

The linking patterns presented throughout the subsections of 3.3 in
connection with CSDs derived from different roots can be generalised as
follows: regardless of variations in the thematic tier such as the number of
causations, the OAR, SAR and ORadj can be assigned as the DA2. It also
appeared that in order to be a clear sentence, the prototype 1 structure (the a-
structure in the syntactic test) favours a resultative object. This could explain
the low acceptance of the Oradj structure analysed in connection with the low
transitivity verb jonotuttaa ‘make s.0. queue’ (see example (5) in 3.3.3).
Nevertheless, CSD prototypes also seem to explain less typical uses of CSDs,
since the language users’ interpretation and comprehension of the CSD
sentences for the most part mirrored the prototype structures. As with
deviations from the prototype structure like the ORadj linking pattern in
connection with low transitivity CSDs, the linking system of the prototype
structures plays an essential role — it is in the background of the prototype
structure that the aberration is visible.

The second main inference of this chapter is that the CSDs that were the
focus of this chapter went a long way to prove the idiosyncracy that exists
even within the same group (as for instance with high and low transitivity
verbs). A (high transitivity) CSD can even appear in an intransitive sentence
pattern, as the sentence Matti ompeluttaa Pekalla [SAD, SARade] showed
(see 3.3.1). Sentential structure variations raise a question about focus — in
the case of the medium transitivity verb group in particular, the flexibility of
the argument structure appears to be a transition of focus from the activity of
the SAR to the processes directed towards the OAR.

These aspects suggest that transitivity as a category is not a well-
functioning phenomenon in the explanation of the argument structure variety
of CSDs. The arguments in this chapter have shown that transitivity is not an
absolute concept that can be used to define a derivation class comprising
verbs as heterogeneous as CSDs. The core argument regarding transitivity,
the syntactic object, functions as an open slot into which semantically
different types of linguistic elements can be inserted. In other words, there
are a number of argument structur